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EDITORIAL

Dear Readers, 
Welcome to the third issue of the JITA Journal! 

Within the framework of publishing at the PanEuropean University APEIRON 
in Banjaluka, JITA – Journal of Information Technology and Applications has been 
published since June 2011. 

We feel proud and privileged that we had the opportunity and were entrust-
ed with preparation and organization of this journal, in which, modern scientifi c 
achievements and prospect scientifi c activities in Information Technology are being 
presented. 

We are very pleased that the previous issues of this journal have aroused signifi -
cant interest in professional and scientifi c public, both at home and abroad. Th is 
interest is, undoubtedly, the result of quality of papers presented by members of 
prestigious scientifi c associations, university professors and renowned scientists and 
researchers. 

Besides renowned authors, whose names regularly appear in scientifi c journals, 
JITA also invites young and yet unestablished authors to submit papers in which 
they will present the results of their scientifi c research. Since JITA is based on strict 
selection of papers in the process of review, high-quality papers will be accepted for 
publication. 

Papers in this issue are in the area of Intrusion Detection Systems in the Smart 
Grid networks, Extreme Programming, Computer Based Testing, Relational Data 
Bases, Data Mining and e-commerce.  

We consider it our duty to thank the authors who made a tremendous eff ort to 
prepare papers in a high-quality manner, members of the Review Board on quality 
work and time spent which they dedicated to journal preparation and organization, 
unselfi sh engagement – in addition to their numerous daily duties. 

Editors recommend intensive communication between authors and readers. In 
that way, we believe, the utility value of each presented paper will increase. 

To the authors, we wish for their published papers to be well-received by sci-
entifi c and professional public, and to the readers, to draw concrete and valuable 
scientifi c truths from those papers. 

We will endeavor to ensure the reputation and quality of journal with each issue.
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Abstract: Smart grid, which is an upgrade of power electric system, mainly relies on powerful communication networks to 
provide a secure, reliable and effi cient information delivery. Updating a system as complex as the electrical power grid with 
a large number of components has the potential of introducing new security vulnerabilities into the system. Hence, security 
mechanisms should be deployed to protect the smart grid as a fi rst wall of defence against malicious attacks. As a second wall 
of defence, there should be intrusion detection systems in place to protect the smart grid against any security breaches. In this 
work, we describe an anomaly-based intrusion detection system (IDS) for neighbourhood area network whose security is of 
critical importance in smart grid.

Keywords: Intrusion Detection System, smart grid, Neighbourhood Area Network

INTRODUCTION

Advanced Metering Infrastructure (AMI) is a 
communication infrastructure that enables meters 
and utilities to exchange information such as power 
consumption, fi rmware updates, remote discon-
nects or outage awareness [1]. An AMI includes 
several communication networks that can be gen-
erally classifi ed into: Home Area Network (HAN), 
Neighbourhood Area Network (NAN) and Wide 
Area Network (WAN) [18]. HAN is the network of 
sensors that communicate with smart meters in resi-
dential or industrial area while NAN is a network of 
neighbouring smart meters that communicate with 
collecting nodes, namely, collectors. WAN serves as a 
communication link between utility center and data 
collectors. An overview model of the AMI is shown 
in Figure 1. AMI introduces new security challenges 
since it consists of billions of low-cost commodity 
devices being placed in physically insecure locations. 
Th e equipment is under the control of the often 
disinterested, unsophisticated, or sometimes mali-
cious users. Th e author in [3] discusses the security 

requirements and related threats of the four main 
components of an AMI: smart meters, the customer 
gateway, the communication network, and the head 
end. Th e fact that encryption and authentication 
alone are not suffi  cient to protect the infrastructure 
is emphasized. In AMI, availability and integrity of 
data take precedence over confi dentiality [11][17]. 
Attacks targeting AMI can be classifi ed into three 
categories including network compromise, system 
compromise and denial of service [2].

Traffi  c modifi cation, false data injection and re-
play attacks try to compromise the network [10] 
while compromised node and spoofi ng of metering 
devices are examples of attacks which target the sys-
tems. Flaws or misuses of routing, confi guration, and 
name resolution are considered as denial of service 
attacks. While threats discussed in [3] are required to 
be highly taken into account when designing security 
mechanisms, AMI lacks a reliable monitoring solu-
tion. One approach for designing an IDS for AMI 
is to leverage the existing IDS techniques that have 
been used in other types of networks. However, there 
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are AMI-specifi c challenges that need to be aware of 
when designing an IDS for AMI. Th e IDS should 
be highly accurate since at the ultimate end it deals 
with availability which is considered to be the most 
critical aspect of smart grid [14]. Moreover, it should 
have a low communication and computation over-
head on the network due to resource constraint de-
vices in AMI. Traditional IDS mechanism including 
a number of lightweight agents reporting to a central 
management server is not applicable in such system. 
For instance, AMI networks may contain millions 
of nodes that with a central approach for monitor-
ing and intrusion detection, the traffi  c load, required 
storage and computational capabilities at the central 
server could be overwhelming. Th erefore, a distrib-
uted approach should be considered. In a distributed 
IDS, data processing is distributed among intermedi-
ate nodes and only high level data is sent to the cen-
tral server [5]. In this work, an anomaly-based IDS 
for NAN is proposed which utilizes several rules to 
detect anomalies in the network. 

FIGURE 1. Overview of AMI networks (after [2]).

Th e rest of this paper is organized as follows: in 
Section 2, we briefl y survey some related work. A 
realistic intrusion scenario is described in Section 3. 
Section 4 elaborates the IDS solution, while Section 
6 presents the rules for the IDS. Finally, Section 5 
concludes the paper and outlines some promising 
directions for future work. 

Related Work

While many eff orts have been made to investi-
gate the security of AMI, there are a few works that 
focus on proposing and designing reliable and effi  -
cient IDS for AMI. Berthier, Sanders, and Khurana 
[2] discuss the requirements and practical needs for 

monitoring and intrusion detection in AMI. Kush 
et al. [7] have surveyed the gap analysis of intrusion 
detection in smart grid. Th ey identify and present 
the key functional requirements of the IDS for smart 
grid environment. Jokar et al. [5] present a layered 
specifi cation-based IDS for HAN. Th eir IDS is de-
signed for ZigBee technology which is deployed in 
HAN communication. Th ey specifi cally address the 
physical and medium access control (MAC) layers. 
Th eir work, however, is a partial solution since it 
only takes the two lower layers of ZigBee technol-
ogy into account (i.e., considering only 802.15.4) as 
their feature space. 

In [1], a specifi cation-based IDS for AMI has 
been proposed. While the solution in [1] relies on 
protocol specifi cations, security requirements and se-
curity policies to detect security violations, it would 
be expensive to deploy such IDS since it uses a separ-
ate sensor network to monitor the AMI. 

Roosta et al. [13] propose a model-based IDS 
working on top of the WirelessHART protocol, 
which is an open wireless communication standard 
designed to address the industrial plant application, 
to monitor and protect wireless process control sys-
tems. Th e hybrid architecture consists of a central 
component that collects information periodically 
from distributed fi eld sensors. Th eir IDS monitors 
physical, data link and network layer in order to de-
tect malicious behaviour. While authors provide a 
detailed explanation of their work, their IDS solu-
tion cannot be completely applied to NAN IDS be-
cause it is protocol-specifi c. 

Authors in [11] investigate a technique for evalu-
ating the security of the myriad of devices being 
deployed into the AMI. Th ey show that they can 
leverage focused penetration eff orts in one vendor 
to others, and explore where such evaluations must 
focus on the unique artefacts of a system under test. 
Th is work provides a comprehensive but high-level 
classifi cation of attacks targeting AMI.

As a result, to the best of our knowledge, there 
is no published research that particularly addresses 
IDS for the NAN. In this work, IDS is proposed 
for the NAN which can be considered as the core 
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part of AMI. Th e proposed IDS is an anomaly-based 
solution which considers the constraints and require-
ments of NAN. Th e IDS captures the communica-
tion overhead constraints as well as the lack of a 
central point to install an IDS on it by proposing a 
distributed IDS that is run on some nodes which are 
powerful in terms of memory, computation and the 
degree of connectivity. 

Realistic Intrusion Scenarios 

One of main incentive to attack smart grid is 
energy fraud in which attackers try to tamper with 
metering infrastructure so that they are not billed 
for the energy they consume. Th e attempt to disable 
metering-related functions falls into the denial of 
service (DoS) category of attacks. One of the import-
ant DoS attacks that occurs in NAN prevents me-
ters from acting on commands such as usage queries, 
fi rmware updates and remote disconnects. Figure 2 
shows a typical DoS attack on meter command exe-
cution. A realistic example for this type of an attack 
is when a smart meter is failed to respond to a usage 
query and a malicious customer takes advantage of 
not being billed for some amount of time. Th e ad-
versary has two choices to do so; either prevents the 
command from execution or prevents the command 
from reaching to the target smart meter. In former, 
adversary can either exhaust the system resource 
e.g., allocating and maintaining the maximum al-
lowed number of open connections or by leveraging 
a fi rmware bug causing a system hang [11]. Another 
situation is when the adversary tampers with the for-
warding of packets away from the meter by drop-
ping traffi  c destined for that meter that can happen 
at link and routing layer at the back haul network 
(WAN) and NAN. An adversary can also prevent the 
packets from reaching his home smart meter by mal-
functioning a middle smart meter which is one of 
the next hops of his own meter toward utility center.

Th e main focus of this work is on DoS attacks 
that occur in NAN as a result of the en route me-
ter nodes that may malfunction and interfere with 
the proper forwarding of packets (e.g., by delaying, 
altering, misrouting and dropping.) Such smart me-
ters are either spoofed or under attack. DoS attacks 
can be launched against physical layer by using radio 

jamming (e.g., a source of strong noise) which may 
interfere with the physical channels and hinder the 
availability of the network. Examples of such an at-
tack include trivial jamming, periodic jamming and 
reactive jamming. At the MAC layer, a compromised 
node may not follow the agreed-upon frequency-
hopping which will result in a large number of col-
lisions. Unprompted CTS (Clear To Send) and re-
active RTS (Request To Send) jamming attacks are 
examples of DoS attacks that occur at the MAC 
layer [15]. At the network layer, black hole, grey hole 
and wormhole attack can be performed by a mali-
cious node. Such attacks will cause the packets to 
be dropped or misrouted. Another attack that may 
occur in the NAN, is when the attacker transmits a 
fl ood of packets toward a target node or congests the 
network and reduces its performance.

Table 1 shows some of the possible threats. 
TABLE 1: Description of possible threats. 

Th reat Th reat description

1 Signal jamming at the PHY level

2 Packet collision at the MAC level

3
Misrouting and packet dropping attacks (e.g., black 
hole, wormhole, grey hole, …)

4 Packet fl ooding

FIGURE 2: DoS Meter Command Execution Tree, adapted from 
[11]. 

An IDS which acts as a second wall of defence is 
necessary for protecting smart grid if security mecha-
nisms such as encryption/decryption, authentication 
and etc. are broken. Generally, techniques for intru-
sion detection are classifi ed into three main catego-
ries: 

June 2012        Journal of Information Technology and Applications        9



JITA 2(2012) 1:7-13 N. Beigi-Mohammadi, H. Khazaei, J. Mišić, V. B. Mišić: 

Signature- or pattern-based, which rely on a pre-
defi ned set of the so-called attack patterns or signa-
tures to identify attacks. Such techniques are often 
summarized as: what is bad, is known – what is not 
bad, must be good.

Anomaly-based, which rely on statistical know-
ledge and perhaps also particular models of correct 
node behaviours and mark nodes that deviate from 
these models as malicious. Such techniques are often 
summarized as: what is usual, is good – what is un-
usual, must be bad.

Specifi cation-based, which rely on predefi ned be-
havior (often using a set of constraints and monitor 
the execution of programs/protocols with respect to 
these constraints. Such techniques are often sum-
marized as: what is good, is known – what is not 
known, must be bad.

Out of these categories, anomaly detection per-
forms best when there is a potential for unknown 
attacks to occur [6]. As noted above, anomaly detec-
tion uses statistical knowledge of correct node behav-
iour and fl ags behaviour that deviates from normal 
system use. A typical anomaly detection system takes 
in audit data for analysis. Th e audit data is trans-
formed to a format statistically comparable to the 
profi le of a user. Initially, the user’s profi le is gener-
ated dynamically by the system and it is subsequently 
updated based on the user’s usage. Th resholds are al-
ways associated to all the profi les. If any comparison 
between the audit data and the user’s profi le results 
in a deviation that crosses a set of threshold, an intru-
sion alarm is set [9, 16]. Th e fundamental reason for 
choosing an anomaly-based IDS for NAN is because 
of the existence of many unknown attacks that target 
the NAN and the number of such attacks will most 
likely increase as the smart grid becomes more wide-
spread. Th erefore, the IDS should be capable of de-
tecting not only existing attacks but also new attacks.

Proposed IDS for NAN

Figure 3 shows a typical NAN in which smart me-
ters are connected in an adaptive wireless mesh net-
work and all of them can perform routing. Each node 
maintains a list of parents so that in case of a failure 

of one parent, it can switch to the next available par-
ent. Hence, redundant paths make the network more 
reliable. A fully redundant routing requires both spa-
tial and temporal diversity; spatial diversity refers to 
enabling each smart meter to discover multiple pos-
sible parents and then establish link to two or more. 
Temporal diversity refers to fail-over and retry mech-
anisms [13]. RPL and geographical routing protocol 
are two popular candidates that can be used in such 
a RF mesh network [4, 8]. 

Th e proposed solution is a distributed and hier-
archical anomaly-based IDS. Th e reason for propos-
ing a distributed IDS is that the metering network is 
resource constraint; smart meters have limited com-
putation power and they cannot spend more energy 
monitoring their neighbours. Moreover, if all smart 
meters are to run IDS, they are always busy sending 
monitoring messages to their supervisor nodes and 
this is not possible in the low bandwidth network 
that exists between smart meters. Th at is why the 
proposed solution requires only a subset of nodes to 
run IDS. 

Th e proposed IDS embraces three diff erent IDS 
nodes, namely, fi eld IDS, WAN IDS and central 
IDS. Field IDSs are run on the collectors as well as 
some smart meters whose connectivity degree is be-
tween certain thresholds. Such smart meters should 
also have extra memory compared to ordinary smart 
meters so that they can be capable of monitoring their 
neighbours in addition to normal functions. Note 
that, each smart meter should be directly connected 
to at least one IDS node. Field IDS nodes should be 
tamper resistant as nowadays most smart meters are. 
Field IDSs are responsible for passively monitoring 
the communication of the neighbour smart meters 
to collect trace data. Th ey provide reports of detected 
attacks to central IDS in utility center. Another op-
tion is that fi eld IDSs send detection messages to 
base stations residing in the WAN. Th e WAN base 
stations that act as bridges between NAN and WAN 
are assumed to have suffi  cient computational power 
and memory, so that they can run WAN IDSs. WAN 
IDSs are responsible for the incoming and outgoing 
traffi  c from and to collectors and, in case of intrusion 
detection, they report the malicious collectors to the 
central IDS. Central IDS resides in the utility cen-
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ter which is responsible for making global decisions 
based on alarms and notifi cations coming from the 
WAN and fi eld IDSs. 

Th e proposed IDS has three phases; data gather-
ing, compliance check, inference that are explained 
in the followings. A feature set is selected from the 
intrinsic and observable characteristics of communi-
cations to distinguish normality from anomaly.

Phase 1 (data collection phase): in this phase, 
fi eld IDSs listen on the communication of neighbour 
nodes and check them to see if there is any abnormal 
behaviour in their communication. WAN IDSs also 
check the communication coming from the collec-
tors seeking for unusual activities. Central IDSs also 
check the communication of WAN access points and 
make sure about the healthiness of their communi-
cation. Th e communication information about each 
neighbour can include, but not limit to, number of 
transmission attempts, number of ACKs received, 
number of received packets and etc. 

Phase 2 (compliance check phase): IDS nodes ex-
tract the data from phase 1 and perform compliance 
check with the normal behaviour. 

Phase 3 (inference phase): After fi nishing phase 2, 
the results are sent to an inference part to derive the 
fi nal decision in order to see whether the detected 
anomaly is a malicious attack or it is just a transient 
failure. To make accurate decisions in this phase, the 
IDS node must keep the history of the monitored 
nodes to distinguish between occasional network 
failures from real attacks. 

When an intrusion is detected, the system should 
take appropriate actions in response to an attack. 
Passive response is typical in the IDS in which the 
information is logged of and there is also a real-time 
notifi cation. However, since NAN comprises wire-
less networks and the devices are located in insecure 
places, there should be an active response in place. 
If detected threat reaches a certain confi dence level, 
required counter measures should be taken. For in-
stance, in case of jamming attack in MAC layer, cen-
tral offi  ce in substation will send a control message to 
the target meter to change its transmission channel. 

Note that it is assumed that the communication 
between nodes is secure and IDS nodes are authen-
ticated with each other using digital signatures. It 
is also assumed that there is an Access Control List 
(ACL) that all nodes have unique link keys associated 
with their unique IDs. 

Policy Rules

In this section, we discuss in detail the policy rules 
which are used to detect anomalies in the system.

Th e IDS node should monitor the number of 
packets its neighbours transmit in number of bytes. 
Since the number of communication message types 
(e.g., fi rmware updates, usage queries and responses, 
off ers and etc.) between smart meters and utility cen-
ter is not infi nite, therefore, the size of exchanged 
data between smart meters and utility center can be 
determined. Any size of data beyond the maximum 
value can be tagged as a suspicious message. If the 
number of such messages exceeds a certain threshold, 
IDS node should raise a fl ag indicating a potential 
threat. An example of such an attack is fl ooding at-
tack. Such a rule can be implemented at fi eld IDSs, 
WAN IDSs and central IDS. 

Transmission power level is another parameter 
that can be used to detect a signal jamming attack 
at physical layer since the level of power for trans-
mission is a pre-confi gurable parameter for deployed 
nodes. Th e IDS node can monitor its neighbour to 
detect any deviation from the accepted levels. Such a 
rule can be implemented at fi eld IDS since the cen-
tral IDS cannot monitor such a feature. FIGURE 3: Neighbourhood Area Network IDS. 
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Field IDS nodes monitor the frequency/channel 
hopping sequence. Two nodes should agree on the 
frequency hopping sequence for the time slots in 
which they want to communicate with each other. 
As a result, if there is any sequence-nonconforming 
nodes, the node IDS should raise a flag indicating a 
DoS attack at MAC layer. Field IDS should apply 
this rule. 

MAC delay transmission is another characteristic 
that can be monitored by the fi eld IDS. When the 
utility center issues a command to a smart meter, the 
smart meter should respond by a certain delay. If the 
smart meter does not respond in the expected time 
frame, the fi eld IDS should tag the smart meter node 
as a suspicious one and watch for more such anoma-
lies. An example is when the smart meter is under 
jamming attacks and cannot transmit the data by the 
expected time out. 

Th e central IDS should look for normal behaviour 
of smart meter applications for sending ACKs. Only 
the central IDS can check this feature, since the ap-
plication data is encrypted in the transmission layer 
(e.g., using SSL) and it can be decrypted only at the 
utility center. Th erefore, if there is a large number of 
missing ACKs and retransmissions, the central IDS 
should tag the smart meter as a suspicious one. Next, 
the central IDS launches an investigation to identify 
the source of malicious activity using lower level IDS 
nodes. By probing the nodes along the path to the 
suspicious node, the source of problem will be de-
tected. An adversarial case is where one of the next 
hops of the smart meter is intentionally dropping the 
packets destined for that meter. 

Field IDS should monitor the layer at which nodes 
are communicating. Since smart meters are supposed 
to communicate with each other only at the network 
layer, any smart meter’s attempt to communicate 
with its neighbour at a diff erent layer should raise 
a fl ag. An example of such an attack is warm hole 
attack in which the malicious node tries to send the 
traffi  c to some illegitimate destinations. 

WAN and fi eld IDS should monitor the request/
reply pattern that is coming from the central offi  ce 
and smart meters. Requests must only arrive from 

the central offi  ce and responses must be directed to 
central offi  ce. If a request is coming from another 
source or the smart meter is trying to send the pack-
ets somewhere diff erent from the central offi  ce, IDS 
nodes should alarm and notify the central offi  ce. 

Table 2 links the threats listed in Table 1 with the 
applicable IDS detection rules outlined above.

TABLE 2: Threats and Corresponding Rules. 

Th reat Rule 1 Rule 2 Rule 3 Rule 4 Rule 5 Rule 6 Rule 7

1  

2 ü ü

3    

4  ü

CONCLUSION 
Th e development of practical and effi  cient IDS 

for smart grid is highly crucial. While reasonable 
amount of research has been done in designing and 
implementing of IDS for diff erent parts of smart 
grid, there is a critical need for designing an IDS 
for the NAN part of the smart grid. Th e insecure 
places where metering devices are located increase 
the potentials for intrusions within the grid. Th is 
work focuses on designing an IDS for NAN by tak-
ing the constraint of NAN into account. Th e pro-
posed IDS scheme is a distributed anomaly-based 
solution which looks for anomalies at diff erent layer 
of network stack by applying a set of rules. In case 
of detecting an attack, the IDS will raise an alarm 
highlighting the malicious activity. 

In order to measure the detailed performance of 
the proposed IDS, such as false positive and false 
negative rates, detection time and the ability to dif-
ferentiate between transient failures and malicious 
behaviours, we need a more detailed analysis of the 
IDS solution. Furthermore, we plan to expand the 
threat model to capture more adversarial cases and 
examine the proposed IDS using a suitable simulator 
such as OPNET [12].
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INTRODUCTION 

Pair Programming (PP) is one of the key para-
digms in Extreme Programming (XP). It stipulates 
that any coding task should always be performed by 
a pair of programmers working at the same computer 
using only one set of input devices. Th is approach has 
been demonstrated [7][11][21][22] to provide tan-
gible benefi ts in such areas as design and code quality 
(fewer bugs per line of code), problem solving (two 
heads are better than one) and general satisfaction 
with a job well done (people like to share responsi-
bility, which in turn makes them feel more confi dent 
and comfortable). At the same time, benefi ts related 
to the improved productivity have not been fully 
corroborated [10], and experience has shown that 
to leverage the full potential of Pair Programming, 
that is to keep the original level of task parallelism 
in any given company while taking advantage of all 
the benefi ts, the number of developers has to be dou-
bled, which in most cases also means doubling the 
personnel costs. Naturally the question arises when 
and under what conditions the additional expenses 

are justifi able. To answer this question Padberg and 
Müller created a mathematical model [18] which is 
based on three categories of metrics used as input to 
the model:
• Process Metrics: productivity of a single develop-

er, pair speed advantage (PSA), defect density of 
code, pair defect advantage (PDA) and defect re-
moval time.

• Product Metrics: product size and module break-
down structure of the software.

• Project Context Metrics: project value discount 
rate, initial  asset value, number of single devel-
opers, number of programmer pairs, developer 
and project leader salaries, monthly working 
hours.
By analyzing these metrics and studying their 

relationships they came up with a mathematical ex-
pression for Net Present Value (NPV) of a software 
project, which in a nutshell repre sents the initial 
monetary value of a project (AssetValue) discounted 
at a certain rate (DiscountRate) minus the develop-
ment expenses (DevCost) throughout the entire du-
ration of the development process (DevTime):
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 AssetValue
NPV =  DevCost
 (1+DiscountRate)DevTime

By adjusting the model’s input parameters (most-
ly PSA, PDA and MP) they collected results rep-
resenting various confi gurations for both projects 
developed under traditional software development 
practices (e.g. a Waterfall process) and projects that 
utilized Pair Programming. Th eir conclusion was 
that for projects where PSA is moderate and MP is 
not very high, conventional development methods 
will produce better fi nancial returns. In fact, even in 
cases where discount rate fi gures are very high (e.g. 
75% per year), PSA is large (such as 1.8 times of a 
single developer productivity) and PDA is quite sig-
nifi cant (15% or more less bugs in the code), Pair 
Programming would just break even with conven-
tional practices. However, successful real life appli-
cations [5][11][12][20] of XP practices off er ample 
evidence that Pair Programming does work and is 
certainly economically feasible. Naturally a question 
arises whether the original model is missing on some 
aspects of XP in general and Pair Programming in 
particular that might change the balance in favor of 
the latter. Th e following sections will try to address 
this question.

MOTIVATION

According to the original model, Pair Program-
ming will be economically feasible only in extreme 
cases, where time to market is absolutely critical (i.e. 
project value discount rate is extraordinarily high). 
However this, as the examples in the previous section 
show, is often not true and XP, and Pair Program-
ming as an inherent part of it, are used for projects 
of all scales and time durations, with many show-
ing positive results in terms of both productivity and 
profi tability. While looking for an explanation of this 
discrepancy we came to realize two things:

First of all, discount rate in the original paper is 
always a constant value. Th is seems unrealistic since 
discount rate itself is subject to many factors. For in-
stance it would be reasonable to assume that for a 
brand new product not only would it be very high, 
but after some point it would accelerate at a much 
higher rate than initially due to the fact that mar-

ket rivals would have released or would be drawing 
ever so closer to releasing a competing product. At 
the same time for a well established product the ac-
celeration would be very slow at fi rst since the es-
tablished user base would be unwilling to upgrade 
too often and conversely they would be willing to 
wait for quite a long time for an update for a product 
that has already proved itself. However after a certain 
moment in time it would also start to accelerate at 
a faster rate, since going beyond a certain point in 
time without a new version would test customers’ pa-
tience. Th ese ideas are in fact confi rmed by the real 
world data [14] and thus this change will be a good 
candidate for an improved model.

A second and probably more important observa-
tion was that the original model did not consider the 
cost of change (CoC) of the code after the initial re-
lease date. In 1981 Barry W. Boehm did a study [3] 
of the cost of change ratio between implementing a 
feature or fi xing a bug in production vs. requirements 
stage and found it to grow exponentially with time. 
Even for projects of moderate size it could be very high 
(up to 100 times and more). His much more recent 
book [4] confi rms these numbers. Th is makes sense 
for traditional approaches where the requirements and 
features are for the most part determined once at the 
beginning of a project and stay the same throughout 
the whole development cycle until the software is re-
leased. Any new feature requests are being deferred 
until after the release, thus making their implementa-
tion potentially very diffi  cult and labor inten-sive.

On the other hand, in XP the development pro-
cess starts with only a general idea about how the fi nal 
product will look like or function, and is constantly 
refi ned by means of customer feedback. It thus al-
lows in a way to defer the cost of making big and 
costly decisions early on and to have the best chance 
that once these big decisions are made they would 
be the right ones. Th is is the premise on which Kent 
Beck in [2] based his argument that for XP the curve 
of cost of change is way more shallow than for the 
traditional methods, and the actual costs of changes 
in production vs. requirements phase can be as low 
as fi ve and would stay close to these low values for 
extended periods of time (in fact this might be the 
very reason why XP is economically feasible).
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FIGURE 1. Cost of Change in cases of a Waterfall and an XP 
development approaches (after[2])

Fig. 1 shows a qualitative comparison of the curve 
of CoC for a hypothetical software project done us-
ing a traditional (e.g. Waterfall) and an agile (e.g. 
XP) approach.

An example in [4] of a project (TRW CCPDS-R) 
that employed an innovative hybrid approach to the 
development process, in which both the traditional 
and agile practices were employed, seems to confi rm 
this supposition, as the design, implementation and 
maintenance changes throughout the lifecycle of the 
project remained at a very low level.

Considering all of the above it seems reason-
able that a new version of the model should include 
a CoC metric since it seems quite probable that it 
might signifi cantly aff ect the results of simulations.

To implement a modifi ed version of the model 
a System Dynamics approach was chosen. System 
Dynamics is a proven technique that allows fl exible 
and effi  cient exploration and analysis of the behavior 
of complex systems over time by describing them in 
terms of interconnected elements that continually in-
teract with each other and the outside world to form 
a unifi ed whole [15]. Due to the inherent dynamic 
nature of software development processes and their 
often complex interrelations, Systems Dynamics has 
been long recognized as a very potent approach to 
modeling of the former, often resulting in exposure 
of surprising non-linearities in models of even mod-
est dimensions.

RELATED WORK

To date, many areas of agile development prac-
tices have been analyzed in numerous publications, 
spanning all the way from studies in the area of psy-
chology and pair compatibility [9] to more generic 
evaluation of the eff ects of the learning phase in the 
context of XP on productivity [17] to the attempts 
to model the entire XP development process [18]. 
However, since the scope of this paper mainly deals 
with the economic benefi ts of Pair Programming, we 
will focus our attention on the most relevant publica-
tions.

In [19] Padberg and Müller extended their model 
for NPV to include the eff ects of the learning phase 
(inherent to the Pair Programming) on the fi nal 
value of the project. Th eir results showed that due 
to the fact that the learning phase typically incurs a 
onetime cost and the learning process itself does not 
take long, the overall eff ect of the former is typically 
minimal and amounts only to a few percent of the 
total project cost: the learning overhead did not ex-
ceed 10% even in cases with very high staff  turnover. 
Th us, the estimates and conclusions in the original 
paper remained largely unchanged.

In [8] the authors propose a metrics-oriented eval-
uation model that allowed them to assess a chosen 
development model based on the project’s predicted 
NPV value. Th e proposed NPV formula takes into 
account such variables as development time and cost, 
asset value, operation cost, fl exibility value and prod-
uct risk. However, this model deals with the high-
level representation of the underlying development 
process and as such does not refl ect the intricacies of 
any particular approach (whether it be traditional or 
agile method). 

In [13] the attempt is made to test the validity 
of the supposition that the cost of change curve in 
case of the agile development practices is indeed 
much fl atter than that of the traditional approaches. 
Th e authors employ a System Dynamics approach 
to build a fairly involved model in which the main 
criterion of effi   ciency is the number of requested vs. 
the number of implemented user stories. However, 
the results and conclusion sections are very scarce 
and superfi cial and fail to elaborate on the actual out-
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come of the simulation runs, thus leaving the ques-
tion unanswered.

Various forums and software development web-
sites (e.g. [1][6]) have discussions related to the na-
ture of the cost of change and its eff ects on the devel-
opment costs in particular and feasibility of diff erent 
project development strategies as a whole. However, 
as of today, the opinions vary wildly and conclusions 
seem to be based on mostly anecdotal evidence and 
common sense. Th us, the authors of this paper un-
derstand that the proposed enchantments are merely 
an educated guess and refl ect their subjective opinion 
on the matter.

THE EXTENDED SYSTEM DYNAMICS MODEL

Th e implementation was done in GoldSim, a 
simulation package by GoldSim Technology Group, 
which is a quite powerful and feature rich Monte 
Carlo [16] simulation suite. To account for both 
traditional and agile approaches (later referred to 
Waterfall and XP respectively) two separate models 
were created. To keep the results of the simulations 
consistent both models share the same set of input 
metrics, which in their turn, to make results compa-
rable to the ones in the original paper, were kept the 
same (see the original paper [18] for details and the 
rationale behind selecting the particular values) and 
are presented in Table 1.

Both models contain elements that correspond to 
a defect generation process (defects are produced at 
a defect density rate depending on the volume of the 
written code at any given moment). Th ese bugs cause 
additional workload for the developers (their approx-
imated number of LOC is added to the initial prod 
uct size) and thus, the defect removal time metric of 
the original model is implicitly expressed through a 
dynamic feedback loop.

In addition, both models implement a concept of 
a code backlog. Th e idea behind it is that as time goes 
by customers will be asking to introduce new features 
into the system that is currently being developed. In 
case of a Waterfall process all of these features will be 
delayed until after the initial release, thus creating a 
code backlog, which basically consists of a sum of 
all approximated numbers of LOC needed to imple-
ment all of the features at the time when they are 
requested. Depending on a chosen market pressure 
curve and a product release date, this aggregate num-
ber will be multiplied by the CoC value and the work 
will continue, marking a new development period 
with additional expenses for the company. In case of 
Pair Programming the backlog will be much smaller 
since user requirements will be, for the most part, 
implemented and integrated into the system during 
its development stage. Note that not all of the fea-

TABLE 1. Input metrics and their values (after [18]).
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tures in the code backlog will be implemented (some 
of them will be covered by other features, others will 
be dropped, etc.). Th is fact is represented by another 
input metric called Feature to Backlog Ratio. Table 
2 lists the newly introduced metrics that are used in 
the CoC related part of the model.

One more important diff erence between the new 
and the original model lies in the fact that for the 
new Pair Programming model a concept of refactor-
ing has also been implemented. Refactoring happens 
whenever a new bug is reported, a new feature is 
added or when the number of both bugs and new 
features introduced into the system exceeds a certain 
value [2] (this in XP circles is sometimes referred to 
as “when the code start to smell”; in this particular 
case the values are 5 for bugs and 10 for features).

Th e basic idea behind both models is the same: 
the initial estimated size of the project gets chipped 
away at a development rate that depends on the pro-
ductivity and team size. As the code is being gener-
ated, bugs start to appear according to the predefi ned 
defect density and features are requested according to 
the predefi ned random distribution. Th e weights of 
the bugs and features (that is how many LOC each of 
them will take to fi x/implement) are also randomly 
determined according to separate random distribu-

tions. Th e resulting values are added to the total 
pull of work (for XP features, for the most part, are 
added right away, for Waterfall they go into the code 
backlog). When the size of the project goes down to 
zero (that is there is no more work to be done) for 
the fi rst time, we reach a stage of the fi rst release. At 
this point, a second part of the model activates that 
determines how many LOC it would take to clear 
up the code backlog considering the current value 
of the CoC. Th e project size depository gets refi lled 
with the newly calculated value for the LOC and the 
work resumes in the same way as earlier, except that 
new features are no longer accepted. Note that it is 
also possible to run multiple realizations for each of 
the models by specifying the number of Monte Carlo 
stages. Th is allows us to see how such random input 
variables as features and bugs aff ect the results of the 
simulations.

RESULTS

Since the newly created Waterfall model is basi-
cally identical to the model in the original paper [18] 
we can use it as a gauging device to see if the re-
sults produced by it are comparable to the reference 
results in the original publication. Using the origi-
nal model values (see Table 1.) for a product with 
16800 LOC, an asset value of 1000000 dollars and 

TABLE 2. NEWLY INTRODUCED INPUT METRICS AND THEIR VALUES APPROACHES.

TABLE 3. RESULTS OF THE SIMULATIONS
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a constant discount rate of 10% per year, the refer-
ence NPV for conventional development process was 
estimated at 723,463 dollars. Th e modifi ed Water-
fall model produced an average NPV value (for the 
release date) of 710016 dollars, which considering 
the random nature of the simulation is close enough. 
Having established that reference point, let us now 
see how diff erent discount rate, project size, PSA and 
PDA values aff ect the results of the simulations.

To compare the results of the new model simula-
tions to the results presented in the original paper 
[18] a number of runs (each consisting of 100 real-
izations) with diff erent input values were executed. 
Th e results are given in Tables 3 (all of the parame-
ters, except the ones listed in the table, were kept the 
same throughout all of the runs), where NPVWFR, 
NPVWFB, NPVPPR, NPVPPB are NPV values for 
Waterfall Release, Waterfall Backlog, Pair Program-
ming Release and Pair Programming Backlog mile-
stones respectively.

Th e fi rst batch of experiments was run at a con-
stant yearly discount rate of 10%. As can be seen 

from the table, for a project of a relatively small size 
of 16800 LOC, conventional development methods 
prove superior when PSA is kept at a reasonable level 
of 1.4 (PDA variations have very limited eff ect on 
the results, thus they are largely disregarded in the 
discussion). So far this is in line with the results of 
the original paper, though one interesting point to 
note is that even at this low level of PSA, the Pair 
Programming model has fi nished processing its 
code backlog considerably earlier than the Waterfall 
model. Increasing PSA to 1.8 (the same highest val-
ue that was used in the original paper) changes the 
picture quite a bit: now Pair Programming basically 
breaks even with Waterfall model for the release date 
in terms of money, and considerably outperforms it 
in terms of simulation durations in both release and 
backlog cases.

Increasing the project’s size by roughly three times 
and performing the same tests shows us that for big-
ger projects (i.e. those that will take longer to deliver) 
even with modest levels of PSA, Pair Programming 
often breaks even (a little less money at the release 
date, but on the other hand release is done some-

FIGURE 2. EXAMPLES OF NPV VALUES OBTAINED USING THE PAIR PROGRAMMING (GREEN) AND WATERFALL (BLUE) MODELS
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what earlier) or actually pulls ahead of a convention-
al model. Due to the ever accelerating CoC curve for 
the Waterfall model, this gap will be only growing. 
For example increasing the size of a project to 50000 
LOC brings us to a situation where a team of 8 pro-
grammers is unable to clean up the Code Backlog 
within a maximum simulation period of 1050 days, 
whereas a Pair Programming team can fi nish it in less 
than 600 days with 1.2 million dollars in profi ts.

Th e simulations with non-linear discount rates 
confi rm earlier observations. Namely, Waterfall 
might win some runs on the release day, but it will 
lose everything later due to a huge code backlog. 
Note that the Feature to Backlog ratio was actually 
kept at a low level of 0.2 (only 20% of the feature 
related code was implemented in the course of the 
backlog stage), thus actually favoring the Waterfall 
model.

Fig. 2 shows examples of two realizations from 
one of the runs in case of a mature product for both 
the Pair Programming and Waterfall models. Th e 
solid green and blue lines represent the NPV values 
expressed in $USD for Pair Programming and Wa-
terfall model, respectively. Th e fi rst solid dot on each 
line corresponds to the NPV value at the moment 
of the initial software release, and the second solid 
dot corresponds to the NPV value at the moment 
when the entire code backlog has been taken care 
of. Similarly the dash-and-dot green and blue lines 
represent the amount of coding that still remains 
to be done at any given moment in time expressed 
in LOC. Th e left vertical axis shows the amount of 
$USD, the right vertical axis is the LOC number, 
and the horizontal axis is the time of the simulation 
expressed in days.

CONCLUSIONS AND FUTURE WORK

As the results of the previous section show, con-
ventional development approaches such a Waterfall 
model can prove to be a better choice in cases of a 
smaller project with relatively low rate of new feature 
requests. However even with a low feature request 
rate used in the models (1 new feature every 1.5 
months) and a low Feature to Backlog ratio value of 
0.2, it is struggling to keep up with the Pair Program-

ming model. Even for modest values of PSA (1.4 is 
actually a very realistic value [2][18] confi rmed by 
several sources) Pair Programming proves to be a bet-
ter approach: the initial release dates are close enough 
to the ones obtained using conventional methods, 
while the ability to quickly clean up the backlog will 
be a real boon for any company. Also note that even 
if Pair Programming losses on paper moneywise, it 
often delivers the product earlier (for example in 
Table 3 there are cases where the NPVPPR is less 
than NPVWFR, but “time to market” is shorter) 
and though it is not quantifi able in the scope of this 
model it has to be worth something in real life.

Th at having been said, the results of this simula-
tion should be taken with a grain of salt. First, many 
values, especially those related to the new feature 
generation and code backlogging processes, are no 
more than educated guesses, which are mostly based 
on the authors’ industrial experience. In real life, they 
are likely to vary considerably from project to project 
and company to company. However, the results are 
representative of qualitative trends.

Second, there is only limited evidence of what the 
actual CoC curves look like. In real life, too many 
variables, such as coding and managerial practices, 
technology and tools used, programmers’ compat-
ibility and expertise, etc. can aff ect their actual shape 
and values and defi nitely more research based on real 
life data is needed in this fi eld.

Our future research will look into improvements 
of the model, for which there are quite a few possi-
bilities. For instance, a feature generation rate can be 
made a function of the discount rate, thus refl ecting 
the fact that customers usually want to see in the de-
veloped software the same or similar features to the 
ones competitors already have in theirs. At the same 
time this rate will have to be checked against some 
kind of a deadline/cutoff  condition. Otherwise we 
might end up being swamped with features without 
hope of ever fi nishing the project. Finally, diff erent 
parts of the model can also be broken down into 
smaller pieces to refl ect the underlying processes with 
greater detail and accuracy. For instance, such an as-
pect of Pair Programming as pair switching and as-
sociated learning curve can be included in the model. 
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Th is task is simplifi ed by the fact that the process of 
System Dynamics model conversion between diff er-
ent modeling suites is a pretty straightforward one, 
and thus any aspect of XP software development 

cycle implemented as a System Dynamics model to 
date can be readily converted into the necessary for-
mat and integrated with the current model with only 
minor investments in terms of both time and eff orts.
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Abstract: Computer-based testing, by facilitating the interaction between teaching and learning, can improve the quality of 
learning through improved formative feedback which is a key aspect of formative assessment. This study makes a contribution 
to the research on computer-based testing by examining the mode differences between the paper-and-pencil test and computer-
based test. The previously conducted researches in this area dealt with the students of primary and secondary schools. In those 
researches the points of observation were the students’ successes in mathematics, English and social sciences; no research was 
done in fi eld of programming languages such as C++ with post-secondary students.

The main aim of this study was to fi nd out whether there are differences in the achieved results in two ways of testing: computer-
based testing and paper-and-pencil test. Also, the intention was to detect those characteristics of computer based test, which 
may have a negative effect on students’ achievements. The participants were a representative sample of the population of 
all engineering students studying computer science at Subotica Tech. The fi ndings of this study led the authors to reach the 
conclusion that there are no signifi cant differences in scored results for the paper-and-pencil testing and the computer-based 
testing.

Keywords: computer-based test; paper-and-pencil test; assessment; testing; post-secondary education

INTRODUCTION 

Traditional methods of assessment have limited 
capabilities in measuring the learning and progress of 
each student, especially in guiding the study process. 
Th ese methods are particularly inappropriate today, 
when knowledge and the working environment 
change rapidly and complement each other, and the 
ability for independent lifelong learning is becoming 
more than necessary.

Modern technology off ers many possibilities for 
improving the process of education and knowledge 

assessment. Th e history of using computers to per-
form the review process of knowledge begins with 
the 1970s [6]. However, the high price of computers 
at that time and their technical capabilities limited 
their application for testing. Th e progress of tech-
nology enabled the development and application of 
computers for testing in many areas, including the 
education process.

In the system of education, testing and evaluation 
of knowledge is of particular importance. Checking 
and evaluating knowledge enables teachers to deter-
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mine the level to which students adopted the curri-
cula and gained some knowledge and to get feedback 
about their work and applied teaching methods in 
order to improve it.

Th e marks are described as quantitative, numeri-
cal, qualitative, i.e. descriptive and by ranking or 
analytical. Th e criteria for evaluating the success of 
students are type, scope and level of approved knowl-
edge, and skills in relation to what is prescribed by 
the curriculum of post-secondary institutions. In or-
der to test whether evaluation has the proper eff ect, 
it is of great importance for the teacher’s assessment 
of student knowledge to be accurate, objective and 
reliable.

Th e true strength of assessment is refl ected in 
the feedback information to students. Improving 
the quality of the learning process involves not only 
the fi nal determination of student knowledge at the 
end of the course, but more importantly the mea-
surement of achieved knowledge during the course. 
Th ereby students are more strongly motivated by 
their success in learning, they are taking more self-re-
sponsibility in the process of learning, they discover 
their “strong and weak points”, and thus become ac-
tive participants in learning.

Th e wide-spread popularity of computers resulted 
in directing attention to the possible use of comput-
ers in the process of knowledge evaluation. Advan-
tages and benefi ts of this method of assessment and 
knowledge evaluation are various: the time needed to 
review the work of students is signifi cantly reduced, 
there is the possibility of statistical analysis of ques-
tions, cost reduction in comparison with the vali-
dation of knowledge which includes printing tasks, 
the application of multimedia in setting questions, 
the possibility of measuring the time needed for re-
sponse, and increasing the level of security. 

However, all these advantages of computer-based 
testing become irrelevant, if it turns out that the test 
of knowledge with computers has side eff ects for in-
dividuals, i.e. it is not appropriate for all students.

Since there is an increasing number of schools 
in Serbia that have PC laboratory rooms, there is 

a growing interest in computer based assessments. 
However, there is also the ever-present question of 
the value and comparability of the results that are 
attained on computer tests and in the conventional 
way. Th e primary concern is whether the form of test 
delivery aff ects the results achieved by students on 
the test. For example, it is possible that the level of 
skills in computer use aff ects the fi nal result of the 
test when compared with the result of the same test 
but in paper format.

Th e research that was done has an empirical - 
theoretical character. Th e problem into which the 
research was conducted was to investigate, whether 
the delivery of knowledge (computer or paper-and-
pencil test) in the process of evaluation has a statisti-
cally signifi cant impact on the results achieved and 
in increasing the quality of the teaching process. Fol-
lowing the research, students completed the ques-
tionnaire about their attitudes towards this kind of 
knowledge testing, in what way and whether the 
manner of presenting questions (one question or 
several questions simultaneously shown) had any im-
pact on the achieved results.

LITERATURE REVIEW

Th e use of computers in the process of testing be-
gan in the early 1970s. Initially, the technical capa-
bilities of computers and their prices restricted the 
use of computerized tests. With the advantages that 
the new technology provides, this type of testing is 
beginning to develop, and consequently there are a 
number of researches that examine the role and ap-
plication of computers in the process of knowledge 
evaluation.

According to the Guidelines for Computer-Based 
Tests and Interpretations from American Psycho-
logical Association (APA) [2], score comparability 
or equivalence between computer-based tests and 
paper-based tests is defi ned as follows: “Scores from 
conventional and computer administrations may 
be considered equivalent when (a) the rank orders 
of scores of individuals tested in alternative modes 
closely approximate each other, and (b) the means, 
dispersions and shapes of the score distributions 
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are approximately the same, or have been made ap-
proximately the same by rescaling the scores from the 
computer mode.”

Lee and Hopkins [11] in their study found that 
the mean pape  r-and-pencil test score was signifi -
cantly higher than the mean computerized test score. 
Th ey also concluded that only software that allows 
the conveniences of paper-and pencil test, e.g., the 
ability to change answers and the ability to review 
past items, should be used in future applications.

Th e study of Shermis and Lombard [16] exam-
ined the degree to which computer and test anxiety 
had a predictive role in performance across three 
computer-administered placement tests (math, read-
ing, written English). Results showed that age and 
test anxiety were both signifi cant predictors for math 
performance, with lower values on the two variables 
associated with better performance. When reading 
was the outcome variable, age and computer anxiety 
were statistically signifi cant performance predictors, 
with older readers faring better and less anxious in-
dividuals achieving higher scores. No predictors were 
statistically signifi cant for the written English essay.

Nichols and Kirkpatrick [15] explored the impact 
of the mode of presenting the test for the Florida 
state assessment in high school reading and math-
ematics. Th ey found that for both reading and math-
ematics, the mean raw score, mean scale scores, and 
passing rates were slightly higher for paper-and-pen-
cil test (PPT) than for computer-based test (CBT), 
although the mode eff ect was not signifi cant.

Way et al. [19], investigated the comparability of 
paper and online versions of the Texas statewide tests 
in mathematics, reading/English language arts, sci-
ence and social studies at grades 8 and 11. Th e results 
of this study showed that the tests were more diffi  cult 
for the online group than for the paper group.

Keng et al. [9] found that English language arts 
items that were longer in passage length and math 
items that required graphing and geometric manipu-
lations or involved scrolling in the online administra-
tion tended to favor the paper group.

Over the years, the quality of tests that are done on 
the computer has changed, also the student experi-
ence in using computers. Th e study of Kingston [10] 
summarizes the results of eighty-one researches that 
have been done between 1997 and 2007. All these 
studies investigated the comparability of classical test 
and test done on computer. In his study, Kingston 
applied meta-analysis in order to demonstrate if the 
grade (elementary, middle or high schools) or subject 
in which knowledge is checked (English, mathemat-
ics, social sciences) have an impact on the compara-
bility of computerized and traditional tests. Research 
has shown that the grade does not aff ect the compa-
rability of tests, while in the case of the subject it was 
shown that the classical tests have a small advantage 
for math test, while a computerized test of knowl-
edge has an advantage in testing English and social 
sciences.

Th e paper of Wang [18] described the research 
that was done in 2003 in the United States. Th e sub-
ject of study was Stanford Diagnostic Reading Test 
Fourth Edition (SDRT 4) and the Stanford Diag-
nostic Mathematics Test Fourth Edition (SDMT 4), 
each of which has six levels and which are adapted 
for taking on the computer. Th e participants were 
students from U.S. school from second to twelfth 
grade. In this study, 1863 students have done the 
test SDRT 4 and 1774 students the test SDMT 4. 
Th e results gave solid, unambiguous evidence of reli-
ability and comparability of test results SDRT 4 and 
SDMT 4 for all grades and levels of the test, regard-
less of the manner of conducting the test. Diff erences 
in the achieved results based on the method of con-
ducting the test do not exceed the expected random 
errors for most SDRT 4/SDMT 4 subtests.

Th e project PASS-IT (Project on Assessment in 
Scotland – using Information Technology) lasted for 
27 months (starting from August 2002 until Decem-
ber 2004), its aim was to look into the possibility 
of formative and summative online knowledge as-
sessment in secondary schools in Scotland [3]. One 
of the conclusions of the research is that technology 
must support the educational requirements of spe-
cifi c subjects and levels. For example, in order to reli-
ably and validly determine the success of students in 
mathematics, the system must provide the possibility 
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of partial points. Furthermore, for certain subjects 
such as music, integration of multimedia elements 
is very important to support the issues in this area.

Today’s technology has the ability to do more 
than just accelerate the process of testing. A growing 
number of experts involved in education agree that 
technology can improve teaching and learning. One 
of the projects that involves new forms of technology 
in solving problems in real life is the Problem Solv-
ing in Technology Rich Environments (TRE project) 
[17]. Th e project was started in 2003 in the United 
States and had a number of participants of 2000 stu-
dents. TRE tested necessary scientifi c skills, such as 
the ability to fi nd information about preset subject, 
to estimate which information is relevant for experi-
ment, to make the plan and perform an experiment, 
and to organize and interpret results.

Th us, for example, eighth grade students in the 
experiment (which was entirely done on computer) 
had the task of using a balloon charged with heli-
um to solve the problem of the growing complexity. 
Th ey had to fi nd the relation between power hold-
ing balloon at a height, mass and volume. Students 
were asked to determine the relationship between the 
mass which is placed in the basket of balloon and 
height it can reach. To solve this problem, students 
have gathered the necessary information performing 
the experiment several times with diff erent masses, 
and when they had enough data to make conclu-
sions, it was supposed to give the conclusions in the 
form of answers to multiple responses questions. Th e 
TRE project demonstrated several unique capabili-
ties of knowledge assessment provided by technology 
[17]. First, the technology allows the presentation of 
much more complex problems to be solved in several 
steps. Diff erent forms of multimedia, such as an ani-
mated helium balloon and an instrument panel that 
allows setting the parameters of the balloons, can 
represent the problem much better than if it were 
only explained in written form or orally.

Another example of technology in setting up and 
solving problems is the Floaters test which is off ered 
to students in the UK as part of the World Class 
test [17]. Th is program allows checking students’ 
knowledge in conditions without paper and pencil. 

For example, students use interactive simulation to 
measure the weight of various foods such as carrots, 
apples and bananas, and their task is to determine 
whether these pieces of fruit can fl oat on the surface 
of the water. Students are then asked to set up a hy-
pothesis based on the templates that were found.

RESEARCH

Th e  main purpose of this study is based on theo-
retical research and the use of computer capabilities 
in the evaluation of knowledge in order to indicate 
statistically signifi cant possibility of raising the overall 
level and quality of the teaching process. Some results 
about using computers for student assessments could 
be found in Maravic et al. [12] and Maravic et al. [13]. 
Besides this main purpose, the aim was to detect those 
characteristics of CBT, which may have a negative ef-
fect on students’ achievements. Th e objective was to 
determine the infl uence of the way in which computer 
randomly generates questions (area and weight), i.e. 
an impact if fi rst the most diffi  cult question appears 
from a set of selected test questions and inability of 
browsing back and forth. Also, the intention was to 
fi nd out if there is infl uence on students’ results if im-
mediately after given the answer the message “answer 
is correct” or “answer is incorrect” appears.

Th e main hypothesis of this research is that the 
results, given by the computer-based tests, are valid 
and reliable alternative to the classical way of knowl-
edge testing on paper. Th erefore, the goal is to fi nd 
the answer to the question of whether there are dif-
ferences in the achievements of students which out-
come from diff erent modalities of delivery of the test. 
Th e following null hypothesis was stated:

“Th e re is no signifi cant diff erence between the stu-
dents’ score in computer-based test, compared to those 
obtained with paper-and-pencil test.”

In addition to this primary aim, one more objec-
tive was formulated: how and whether the way of 
question presentation (one question at a time on the 
screen, or more questions and need for scrolling) af-
fects achieved better result. Th e following auxiliary 
hypothesis was stated: 
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“Th ere are diff erences between the students’ score 
which depend on how the computer-based assessment 
was built, how the question was presented and which 
are the answering techniques.”

EXPERIMENTAL RESULTS

Th e experiment was carried out with college stu-
dents. Th e objectives were to evaluate students’ re-
sults and opinion when they take tests on PCs, to see 
whether there are signifi cant diff erences in the results 
obtained with paper-and-pencil tests and with com-
puters, and also to search for diff erences between 
diversely assembled computer based assessments. In 
order to know what the students’ opinions are and 
whether or not they were satisfi ed, a survey was carried 
out with specifi c questions and personal comments. 

Participants

Th e participants were future engineers, i.e. stu-
dents of computer science (engineering students) at 
Subotica Tech (Serbia), all about the same age (about 
20 years old) and in a similar situation (fi rst year of 
computer science study). Data was collected in the 
spring of 2010. Th e research included 90 students 
(selected from the Department of Informatics) who 
took the Object-oriented programming course as a 
compulsory subject. Th e students of computer sci-
ence are predominantly male (which is generally true 
for Subotica Tech). Th is is refl ected in the gender-
percentage: 90% male test subjects and 10% female. 
Th e total number of college students at Subotica Tech 
is 591, of which only 57 are female, or 9.64%, so 
the sample can be considered representative. Th e stu-
dents were divided into two groups, an experimental 
group with 45 students (computer-based test) and a 
control group with same number of students (paper-
and-pencil test). Stud  ents were pre-tested to ensure 
that the groups are of equal knowledge. All students 
had previously been given instructions for the exami-
nation and related learning material.

Instrument

In order to investigate students’ knowledge, a 
multiple choice questionnaire (MCQ) with twenty 

questions was developed. Th e paper and pencil and 
the computer based versions of the MCQ test in-
cluded the same set of twenty questions. Th e time 
provided for solving the test was thirty minutes for 
both groups. Hand scoring was done for the paper-
and-pencil version of the test, and automatic scoring 
by computer for the computer-based test. To make 
participants familiar with the CBT, they had an op-
portunity to exercise before the test.

Examination procedure and scoring
methodology

All students, participants in the experiment did 
the same test. Th e test contained twenty questions. 
For each question there were several answers off ered 
(usually four) of which only one was correct (i.e. it 
was an MCQ with one correct answer). Each cor-
rect answer carries one point. For incorrect responses 
there were no negative points given, and questions 
that remained without answers carried zero points. 
Th e negative marking was omitted based on the 
fi ndings of Bliss [4], namely that negative marking 
tends to penalize the more able students. Th e deci-
sion to omit questions is infl uenced by personality 
characteristics [8]. According to [7], Th e Royal Col-
lege of General Practitioners in the UK discontinued 
negative marking many years ago when they dem-
onstrated that it discriminated female candidates be-
cause they tended to be more cautious with regard to 
guessing. 

Th e maximum number of points that can be ob-
tained on the test was twenty. During the preparation 
of the paper test, the order of test questions was not as-
sociated with their weight (i.e., the questions were not 
ranged from easier towards the more diffi  cult, or vice 
versa), but they were randomly selected from a set of 
questions and compiled to make up the questionnaire. 
Th e order of questions for the CBT was left up to the 
computer to randomly arrange them. Before any of 
the students used the tests on the computer, all college 
computers underwent technical checks, to ensure that 
they had the correct software installed and to check 
that their display confi gurations were acceptable. Im-
me  diately prior to the test administration, students 
were asked to access a practice test and practice the 
question answer submission process. 
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Analysis

Th e results that the students achieved on the 
tests were subjected to statistical analysis. ANOVA 
(Analysis Of Variance between groups) analysis was 
applied to test the hypotheses. All statistical analyses 
reported in this research were conducted with a sig-
nifi cant level of .01.

Results

Th e American Psychological Association (APA), 
in a document entitled Guidelines for Computer-
Based Tests and Interpretations [2], gives specifi c 
recommendations for computerized test administra-
tions and score interpretations. Th e guidelines state 
the “computerized administration normally should 
provide test takers with at least the same degree of 
feedback and editorial control regarding their re-
sponses that they would experience in traditional 
testing formats” [2]. Th is means that test participants 
should be able to review their responses to previous 
items as well as skip ahead to future items, and make 
any changes they wish along the way. To check the 
infl uence of ways of presenting issues two experi-
ments were planned in this research.

In order to check whether or not the way in which 
questions are presented on the screen may infl uence 
achieved results (only one question per screen, or 
all questions provided for the test), we have carried 
out two experiments. In the fi rst experiment, par-
ticipants of the experimental group could only see 

one question on the computer monitor, there was no 
possibility of browsing back and forth if an answer 
to the question was not given, and immediately after 
submitting the answer the message “true” or “false” 
appeared on the screen. Th ese factors were obviously 
available to students of control group who did the 
PP test. 

Th e distribution of participants’ scores in the PPT 
and CBT is presented in Table 1 and in Figure 1. Th e 
mean score was higher for the paper-and-pencil test 
(M=9.91, SD=5.22) than for the computer-based 
testing (M=8.84, SD=4.607) by 1.07 points. Th e 
goal of this research was to fi nd out whether there 
are diff erences in the achievements of students due 
to the diff erent modalities of the test delivery. Th e 
participants’ results were not statistically diff erent in 
the CBT and in the P&P test (F=1.056, p>0.01), as 
presented in Table 2, in the case when students could 
see only one question on the computer screen.

FIGURE 1. Distributions of students’ scores in PPT and CBT, 
first experiment
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TABLE 1. The distribution of students’ scores in the PP test and in the CBT, first experiment

N Mean Standard 
deviation

Standard 
error

95%Confi dence level Minimum Maximum 
Lower 
bound

Upper 
bound

PPT 45 9.91 5.222 0.778 9.13 10.69 0 20

CBT 45 8.84 4.607 0.687 8.15 9.53 0 17

Total 90 9.38 4.925 0.519 8.86 9.89 0 20

TABLE 2. One-way ANOVA comparison of scores of participants in the PP and CBT, first experiment

Source of Variation SS df MS F P-value F crit

Between Groups 25.6 1 25.6 1.056 0.306971 6.932

Within Groups 2133.56 88 24.245

Total 2159.16 89        
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To check whether there is a statistically signifi cant 
diff erence in the results (which would be the result of 
the diff erent display modes) the second experiment 
was conducted two months after the fi rst one. In the 
second experiment, students who did the test on the 
computer could see all the questions included in the 
test at once. After submitting the answer the message 
“true” or “false” did not appear. Th e distribution of 
participants’ scores in the PPT and CBT is presented 
in Table 3 and Figure 2. Th is time, the mean score 
and standard deviation for computer-based testing 
was M=10, SD=5.117, and for the paper-and-pencil 
test it was M=8.93, SD=5.167. Th e diff erence in 
mean value was the same as in the fi rst experiment, 
i.e. 1.07 points, but this time students in the ex-
perimental group scored better. Data analyses found 
that there was no statistically signifi cant diff erence 

in the results in the CBT and in the PPT (F=0.968, 
p>0.01), as presented in Table 4.

Based on the results of the fi rst and second ex-
periment we can conclude that there is no statisti-
cally signifi cant infl uence on the students’ results 
due to the way in which questions are presented on 
the computer screen. Th e null hypothesis “Th ere is 
no signifi cant diff erence between the students’ score in 
computer-based test, compared to those obtained with 
paper-and-pencil test” is confi rmed.

After the test, students who did the test on the 
computer fi lled out the questionnaire to see what 
their attitude towards this kind of knowledge testing 
was, and to fi nd out the answer to the auxiliary hy-
pothesis. Th e survey was anonymous in order to at-
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TABLE 3. The distribution of students’ scores in the paper-and-pencil test and in the computer-based test, second experiment

N Mean Standard 
deviation

Standard 
error

95%Confi dence level Minimum Maximum 
Lower 
bound

Upper 
bound

PPT 45 8.93 5.167 0.77 8.15 9.71 0 19

CBT 45 10 5.117 0.76 9.23 10.77 1 20

Total 90 9.47 5.141 0.542 8.93 10.0 0 20

TABLE 4. One-way ANOVA comparison of scores of participants in the PPT and CBT, second experiment

Source of Variation SS df MS F P-value F crit

Between Groups 25.6 1 25.6 0.968197 0.327828 6.931941419

Within Groups 2326.8 88 26.44090909

Total 2352.4 89        

FIGURE 2. Distributions of students’ scores in PPT and CBT, second experiment

28        Journal of Information Technology and Applications        www.jita-au.com



Comparison of Examination Methods Based on Multiple-choice
Questions Using Personal Computers and Paper-based Testing JITA 2(2012) 1:22-31

tain honest answers from the participants. Th e results 
of the students’ answers are given in Figure 3. Th e 
questionnaire was designed to collect information 
about students’ attitudes towards aspects of testing. 
Th e survey had fi ve statements: “Computer-based 
testing is very useful”; “I prefer the computer-based 
test”; “I am satisfi ed with the result that I achieved 
on the test”; “I could perform better on paper-and-
pencil test”; “I was anxious because I could not see 
all the questions at same time”. For the evaluation 
of student responses, the authors used a Likert-type 
scale with fi ve responses: “strongly agree”, “agree”, 
“undecided”, “disagree” and “strongly disagree” [5]. 

Students could also write their personal comments 
about this kind of testing. Th e main objection on the 
part of the students was that they could not see all the 
questions at once and so could not make a strategy 
for solving the test. Th is comment is visible also in 
their answer to the question “I was anxious because 
I could not see all the questions at same time”, where 
66.67% of the students strongly agree and 11.11% 
agree. Many of the students felt discouraged by the 
fact that the questions at the beginning of the test 
seemed too diffi  cult for them, and they would opt for 
answering them randomly just to get to the next ques-
tion in line. Later, they had no opportunity to review 
the test and maybe make an eff ort to answer the ques-
tions that remained unanswered. Th is attitude may 
explain the fact that 53.33% of students think that 
they could perform better on paper-and-pencil test 
(24.44% strongly agree and 28.89% agree).

As for the results to the statement “I prefer the 
computer-based test“, 11.11% strongly agree, 8.88% 

agree and even 44.44% were undecided. Students em-
phasized that they prefer the classical method of solv-
ing the test because it gives insight into all the ques-
tions for the test. Also, one student “admitted” that he 
is trying to fi nd a pattern, for example, that the correct 
answer to every question is under the number 3, and 
with computer test seeking for patterns was diffi  cult. 
Despite all the negative comments that were given af-
ter the fi rst experiment, students agree that computer-
based testing is very useful (44.44% strongly agree and 
40% agree). As for the benefi ts of computer testing, 
the majority of students pointed out that they liked 
the fact that after pressing the “submit” button they 
would fi nd out the result of their achievements. Th e 
feedback information after each response about the 
answer’s correctness (“correct” or “incorrect” answer) 
has a motivational role, but sometimes information 
that the given answer was the wrong one can nega-
tively aff ect the further process of solving the test.

After the second experiment, when the students of the 
experimental group could see all the questions at once, 
they gave favorable comments. Th is time the question-
naire had only three statements: “I prefer the computer-
based test”; “I am satisfi ed with the result that I achieved 
on the test”; “I could perform better on the paper-and-
pencil test”. Th e results are given in Figure 4. Students 
expressed satisfaction because the test now was “a copy 
of paper test only on the computer”. As to the argument 
of “why” the comments were the following: “I type faster 
on the keyboard, than I am writing with the pen”, “I am 
more used to use the keyboard than the pencil”. 

According to the results of the survey, it could be 
concluded that the following auxiliary hypothesis: 
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FIGURE 3. The results of the survey

June 2012        Journal of Information Technology and Applications        29



JITA 2(2012) 1:22-31 S. Maravić Čisar, R. Pinter, D. Radosav, P. Čisar:

“Th ere are diff erences between the students’ score which 
depends on how the computer based assessment was 
built, how the question was presented and which are the 
answering techniques.” is confi rmed.

Based on the presented results, it can be con-
cluded that the advances in computer technology 
and investments in evaluation and testing software, 
together with the advantages of immediate feedback 
and automatic grading, make computer-based test-
ing more and more common.

Conclusions

Th is study makes a contribution to the research on 
computer-based testing by examining the mode dif-
ferences between the paper-and-pencil test and com-
puter-based test. Th e previously conducted researches 
in this area dealt with the students of primary and sec-
ondary schools. In those researches the points of ob-
servation were the students’ successes in mathematics, 
English and social sciences; no research was done in 
the fi eld of programming languages such as C++ with 
post-secondary students. Also, the majority of stud-
ies were conducted with students in highly developed 
countries like USA and UK. Th ere are only few stud-
ies, for example Akdemir and Oguz [1], which were 
conducted in a developing country such as Serbia.

Th e main aim of this study was to fi nd out 
whether there are diff erences in the achieved results 
in two ways of testing: computer-based testing and 
paper-and-pencil test. Also, the intention was to de-

tect those characteristics of CBT, which may have a 
negative eff ect on students’ achievements. Th e ob-
jective was to determine the infl uence of the way in 
which computer random generates questions (area 
and weight), i.e. an eff ect if fi rst the most diffi  cult 
question appears from a set of selected test questions 
and the inability of browsing back and forth. Th e 
intention was also to fi nd out if it will infl uence the 
students’ results if immediately after giving the an-
swer, the message “your answer is correct” or “your 
answer is incorrect” appears on the screen. Th e par-
ticipants were a representative sample of the popula-
tion of all engineering students studying computer 
science at Subotica Tech. Th e fi ndings of this study 
led the authors to reach the conclusion that there 
are no signifi cant diff erences in scored results for the 
PPT and CBT. Also, based on the survey results it 
can be concluded that the way in which questions are 
presented on the computer screen does have an eff ect 
on student satisfaction with CBT.

It is important to mention that the students were 
more satisfi ed with the computer-based test when they 
could see all questions at once (as in the second ex-
periment). In his study Marks [14] observed that algo-
rithms that randomize the order in which the test ques-
tions are presented to each candidate automatically 
control certain computer-based test assessments. If the 
test was such that in random sequences fi rst the tough-
est question appeared, it may increase test anxiety for 
some candidates and infl uence their scores. Increased 
anxiety for whatever reason is likely to have a negative 
eff ect on that person’s performance on the test.
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Th e answer to this problem could be a computer-
adaptive test (CAT), as a form of computer-assisted 
assessment where the level of diffi  culty of the ques-
tions administered to individual test-takers is dynam-

ically tailored to their profi ciency levels. Th erefore, a 
logical continuation of this study is to examine the 
possibilities and advantages that CAT off ers. 

REFERENCES:

[1] Akdemir O and Oguz A (2008) Computer based testing: An alternative for the assessment of Turkish undergraduate students. 
Computers&Education, 51(3), 1198-1204

[2] American Psychological Association Committee on Professional Standards and Committee on Psychological Tests and Assess-
ment (1986) Guidelines for computer-based tests and interpretations. Washington, DC.

[3] Ashton H and Wood C (2006) Use of Online Assessment to Enhance Teaching and Learning: the PASS-IT Project. European 
Educational Research Journal, 5(2), 122-130

[4] Bliss L (1980) A test of Lord’s assumption regarding examinee guessing behavior on multiple-choice tests using elementary 
school students. Journal of Educational Measurement, 17(2), 147–152

[5] Clason DL and Dormody T J(1994) Analyzing Data Measured by Individual Likert-Type Items. Journal of Agricultural Educa-
tion, 35(4), 31-35

[6] Drasgow F (2002) Th e Work Ahead: A sychometric infrastructure for computerized adaptive tests. In C.N. Mills, M.T. Po-
tenza, J.J. Fremer, & W.C. Ward (Eds.), Computer-based testing: Building the foundation for future assessments, Hillsdale, 
NJ: Lawrence Erlbaum, 67–88

[7] Goldik Z (2008) Abandoning negative marking, European Journal of Anaesthesiology, 25(5), 349-351
[8] Harden RM et al (1976) Multiple choice questions: to guess or not to guess. Medical Education, 10, 27–32. 

doi:10.1111/j.1365-2923.1976.tb00527.x
[9] Keng L et al. (2008) Item-level comparative analysis of online and paper administrations of the Texas Assessment of Knowledge 

and Skills, Applied Measurement in Education, 21 (3), 207-26
[10] Kingston N (2009) Comparability of Computer-and Paper-Administered Multiple-Choice Tests for K-12 Populations: A Syn-

thesis, Applied Measurement in Education, 22(1), 22-37
[11] Lee JA and Hopkins L (1985) Th e eff ects of training on computerized aptitude test performance and anxiety. Paper presented 

at the annual meeting of the Eastern Psychological Association. Boston, MA, 1985. Available at http: http://www.eric.ed.gov/
PDFS/ED263889.pdf 

[12] Maravić Čisar S et al. (2009) True/false Questions Analysis Using Computerized Certainty-based Marking Tests, 7th Interna-
tional Symposium on Intelligent Systems and Informatics SISY 2009, Subotica, Serbia, September 25-26, 2009., Proceedings 
CD ROM, IEEE Catalog Number: CFP0984C-CDR, ISBN: 978-1-4244-5349-8, Library of Congress: 2009909575

[13] Maravić Čisar S et al. (2010) New Possibilities for Assessment through the Use of Computer Based Testing, 8th International 
Symposium on Intelligent Systems and Informatics SISY 2010, Subotica, Serbia, September 10-11, 2010., Proceedings CD 
ROM, IEEE Catalog Number: CFP1084C-CDR, ISBN: 978-1-4244-7395-3, 149-152

[14] Marks AM (2007) Random question sequencing in computer-based testing (CBT) assessments and its eff ect on individual 
student performance. Available at http://upetd.up.ac.za/thesis/available/etd-06042008-083644/unrestricted/dissertation.pdf. 

[15] Nichols P and Kirkpatrick R (2005) Comparability of the computer administered tests with existing paper-and-pencil tests 
in reading and mathematics tests. Paper presented at the Annual Meeting of the American Educational Research Association, 
Montreal, Canada

[16] Shermis MD and Lombard D (1997) Eff ects of computer-based test administrations on test anxiety and performance, Computers 
in Human Behavior, 14(1), 111-123

[17] Tucker B (2009) Beyond the Bubble: Technology and the Future of Student Assessment, Education Sector Reports. Available 
at http://www.educationsector.org/usr_doc/Beyond_the_Bubble.pdf

[18] Wang S (2004) Online or Paper: Does Delivery Aff ect Results? Administration Mode Comparability Study for Stanford Diag-
nostic Reading and Mathematics Tests, Pearson Education, 2004. Available at http://www.pearsonassessments.com/NR/rdon-
lyres/D381C2EA-18A6-4B52-A5DC-DD0CEC3B0D40/0/OnlineorPaper.pdf 

[19] Way WD et al. (2006) Score comparability of online and paper administrations of the Texas Assessment of Knowledge and 
Skills. Paper presented at the Annual Meeting of the National Council on Measurement in Education, San Francisco, CA, 
2006. Available at http://www.pearsonedmeasurement.com/downloads/ conference/ScoreCompTAKS_cp0601.pdf

Submitted: April 15, 2012
Accepted: May 22, 2012

June 2012        Journal of Information Technology and Applications        31



JITA 2(2012) 1:32-38 S. Jakovljević: 

RELATIONAL MODEL AND MISSING INFORMATION

Siniša Jakovljević
Pension and Disability Insurance Fund, Republic of Srpska

jaksi@teol.net

Contribution to the State of the Art

DOI: 10.7251/JIT1201032J UDC: 005.5:004.032.6

Abstract: This paper examines possibilities offered by relational model when using missing information. The overview is 
conducted and possibilities which occur in practial use were analyzed. The use of predicates in which missing values occur has 
also been analyzed. Possible effects on system performance have been indicated. 

Keywords: relational model, missing information, null, three value logic (3VL), integrity, relational operators.

INTRODUCTION

More than 40 years after it was revealed, the re-
lational model still exists in its full capacity on the 
database scene. Behind the amount of data which is 
stored for both current needs and long-term storage 
of important data, there are some systems for Re-
lational Database Management System (RDMBS). 
Modern RDBMS are based on the implementation 
of the relational model proposed in the early 70s 
by E.F. Codd [1]. Th is document has signifi cantly 
changed the world of database. Simplicity and un-
derstandability of the relational model has enabled it 
to be generally accepted. Th e close relationship of the 
model with the perception of the real world was a key 
factor of success and user’s commitment to it, which 
by its use, model has achieved. Th e conception, ac-
cording to which database users should be freed from 
the knowledge of the internal data presentation on 
computers, has opened a wide space for parallel de-
velopment of technology for internal data storage 
and technology for access and use of this data. In ad-
dition to commercial solutions, many free-of-charge 
and open-source solutions are present on the mar-
ket. Even leaders in the commercial segment of the 
market off er very powerful versions which are fully 
free-of-charge, while functionality is completely pre-
served. Diff erences in relation to the commercial ver-

sion of the same manufacturer are primarily related 
to certain limitations in the size of the database, and 
unavailabilty of additional software tools, which the 
work with data make more improved and effi  cient. 

RELATIONAL MODEL

Th e relational data model presents an abstract 
data theory. It is based on proven mathematical 
aspects, primarily on the set theory and fi rst-order 
predicate logic [8]. Th e original model was consisted 
of three main components: structure, semantics and 
manipulation. Th e structure base is formed by rela-
tions. Usually, a graphic relation is presented in the 
form of a two-dimensial table. Basically, the relation 
is a mathematical determinant for the table of special 
type [4]. 

Relation attributes: Relations are defi ned by their 
attributes whose range of values is determined by the 
domain (type) of those attributes. Th e domain of a 
certain attribute represents a set of values which that 
particular attribute is able to accept. Presentation 
of the relation in the form of the two-dimensional 
table represents by itself a simplifi ed approach. Th e 
level of relation is determined by the number of at-
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tributes that relation contains. Suppose we have rela-
tion R which has two attributes, which are presented 
as two columns in the table. Th en, it is a binary re-
lation R. Generally, relation R with an n attribute 
is viewed as an n-ary, where n ≥ 1. Its presentation 
consists of the display of the table with n columns. 
Each presentation has heading and body. Th e rela-
tion heading consists of a set of attributes and their 
domains, while the relation body consists of a set of 
tuples which meet the heading structure. Each rela-
tion has at least one candidate key which by means of 
its value uniquely determines one and only one tuple 
of a given relation. 

In the relational model, Integrity has a special sig-
nifi cance. Integrity is achieved at the following levels: 
domain, entity and referential. Fulfi lling integrity 
conditions at each of the mentioned levels is present-
ed by the result of a certain logic operation whose 
result must be evaluated as true. At the domain lev-
el, integrity is fulfi lled in a way that the value of a 
certain relation attribute must be within the range 
which is determined by the type of data for that attri-
bute in particular. For example, if it is stipulated that 
the relation attribute takes values of a numeric type, 
then the transaction will be completed and data will 
be stored into the database if and only if that require-
ment is fulfi lled. Also, if it is stipulated that a certain 
relation attribute is of an alphanumeric type with the 
length of n characters, then the transaction of data 
storage into the database will be successfully com-
pleted if and only if the attribute value is presented 
by alphanumeric characters, and the length is ≤ n. 

At the entity level, integrity is fulfi lled by defi ning 
rules in the form of primary key. Each entity could 
have more unique sets of attributes which can serve as 
a candidate key. In accordance with the requirements 
that are to be addressed, the information system de-
signer can freely choose a set of attributes which will 
uniquely identify the tuple in that particular entity. 
Such a set of attributes is called the primary key and 
refers to the relation, rather than individually to a 
certain tuple . [7].

Referential integrity is established between the 
relations. If a certain value appears in one context, 
then it has to appear in another related context [5]. 

More formally: if the value of the attribute A of the 
relation R1 references the value of the attribute B of 
the relation R2, then the value of the attribute B of 
the relation R2 must exist. 

MISSING INFORMATION

Later, by expanding the relational model [2], the 
way in which the basic relational model relates to the 
missing information and how it treats that informa-
tion is presented. What is missing? 

As in the real world, it is possible to expect that at 
the moment of data collection, the value of a certain 
data will be unknown. It is very rational to plan the 
possibility that the database enables later data input, 
at the moment when it is available. Manipulative 
possibilities for missing information have predicted 
a three value logic. Truth is treated in the form of 
three possible values (3VL - three value logic). Truth 
values, formulated by Boolean algebra, true or false, 
are supplemented with a new truth value: unknown. 
Th is concept has been criticized immediately. It was 
suggested that the model solves the problem on the 
basis of previously accepted practice, old-fashioned, 
but proven method: instead of the missing value, a 
constant can be input, whose value according to the 
needs, is determined by a designer. For numeric data, 
0 or 1 can be used taking into account the impact 
of a constant on arithmetic operations which can be 
performed, i.e. whether to add or multiply a constant 
will have an infl uence on the fi nal result. Bearing in 
mind these types of cases and possible consequences, 
the old approach does not leave an impression of a 
secure solution. Th erefore, in [3], the validity of ap-
proach by means of unknown value is argumented, 
combining that kind of approach with logic and al-
gebra. Th e concept which is compatible with logic or 
algebra is taken over: by solving equations, we do not 
make use of variable values which at specifi c stages 
can be changed in time, but we solve equations by 
the use of logic. 

Two essential questions are pointed out:
• Which type of information is missing?
• What is the reason for information missing?
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Regarding the fi rst question, it is possible that 
one part of a tuple is missing, e.g. date of birth of 
an employee. Also, it is possible that a complete set 
of data of an employee is missing. Model must deal 
with both situations. Regarding the second question, 
it is possible that at the moment of data collection 
a certain value is not available, but it will be added 
to the database immediately after becoming known, 
without any consequences. However, it is also pos-
sible that the data can not be related to the entity 
structure, meaning that the data in particular is not 
applicable in a given structure. In this case, we have a 
situation where a complete tuple is missing. Solution 
is achieved by introducing markers which will at that 
place hold an empty space for data storage, which 
meets the requirements of entity semantics. Th is 
marker is called the null or null-value. If the value is 
known, it will be stored, if not, a space for the stor-
age will be reserved until the storage is possible. Th e 
space for the missing value is left, but the problem 
of manipulation of the missing value in operations 
that are performed on the data (arithmetic opera-
tions with numeric data, manipulation with charac-
ter data, etc.) appears. Suppose that in the data about 
the employee we need to use the data about his/her 
total employment service. After one year of employ-
ment service has passed, total employment service 
must be increased by 1. Th is operation is trivial, but 
its result has a signifi cant impact on the employee. 
What to do if the initial data about the employment 
service is missing? Situation arises: null + 1 = ? What 
is the solution to the equation? 1? Maybe! 15? May-
be! But maybe is not the answer to the question. Th e 
correct answer would be – total value is unknown. 
It is known that the result would be of a numeric 
type, but nothing else is known. Th e solution will be 
known once the previous value is known, the missing 
value. A similar situation occurs when the missing 
value appears in the alphanumeric values. What is 
the result in the following situation: null + ‘BCD’? 
‘BCD’? Maybe! ‘ABCD’? Maybe! But maybe is not 
the answer to this question either. 

Th e missing values in the context of integrity 
maintenance are a specifi c problem. Making refer-
ence to an unknown value can not be performed un-
til it becomes known. But then, it is not a missing 
value anymore. Introducing an unknown value into 

the primary key is opposite to the relational concept. 
By establishing the primary key over the relation, a 
fi rm rule of integrity is being established, thus, the 
use of an unknown value in the primary key is ex-
cluded. Th e situation is similar for the referential in-
tegrity. Referencing to something that is unknown 
means that there is a possibility that after determin-
ing the values of previously unknown, it can happen 
that the referenced value does not exist. Th is confl icts 
with the integrity rule.

Th ree Value Logic (3VL)

Th ree value logic introduces a lot of order and 
unifi es the handling of unknown values. 

Comparing scalar values of which at least one 
is an unknown value as a result gives an unknown 
value. Th e unknown value of the logical result rep-
resents the third value of the logic truth. In the fol-
lowing tables, the truth values for logic operations of 
conjuction, disjunction and negation are given. 

AND t u f

t t u f

u u u f

f f f f

OR t u f

t t t t

u t u f

f t u f

NOT

t f

u u

f t

In the tables, usual English abbreviations are used: 
true, unknown, false. 

To illustrate the usage of truth table, let us look 
at an example: 

Let X=1, Y=2, Z is unknown.
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X > Y AND Y > Z => false

X > Y OR Y > Z => unknown

X < Y OR Y > Z => true

NOT(X=Z) => unknown

 

Null and scalar operators

Let us consider the following example: 

Let the value A be unknown. 
A + 1 + A => unknown

A – 1 – A => unknown

A * 1 * A => unknown

A / 1 / A => unknown

+ A - A => unknown

It can be concluded that if at least one operand 
of a numeric expression is unknown, the result is an 
unknown value. 

If an unknown value is presented with a null, by 
analyzing the diff erence or division by zero, we get 
intuitively an unexpected result: 

null - null => unknown

null / 0 => unknown

 In the fi rst case, it is obvious that the two 
null values are not treated as equal ones. Th ey are 
not values but placeholders for the values which will 
later appear. Th erefore, the result of subtraction is 
unknown. 

 In the second case, although we would ex-
pect a message to try to divide by zero, regardless of 
when a new value is available, still, if a divisor is null, 
the result of division by zero is unknown. 

Null and relational algebra

Relational algebra as part of the relational model 
has a very clear development of missing information 
usage in the relational operations. In order to con-
sider the impact of the missing information on the 
relational operations, it is necessary to bear in mind 
the following: 

• operands of the relational operations are 
relations
• the result of the relational operations are 
relations 

Projection by defi nition eliminates tuples that are 
duplicates. Hence, if a relation contains more identi-
cal tuples, meaning that all correspondent attributes 
of one tuple have the same values as the attributes of 
another tuple, the result of the projection will display 
only one occurence of the tuple, regardeless of their 
number.

For example, let us imagine the relation R, which 
is a ternary one, meaning that it has 3 attributes: 
ID#, NAME, NUMBER, and that we have 4 ternary 
tuples of this relation in total: 

ID# NAME NUMBER

4001 PETER 5000

4002 PAUL 4000

4003 MARY 3000

4002 PAUL 4000

Projection π(R) produces new relation which has 
3 ternary tuples in total: 

ID# NAME NUMBER

4001 PETER 5000

4002 PAUL 4000

4003 MARY 3000

Ternary tuple of the relation R whose value is 
ID=4002, NAME=PAUL, NUMBER=4000, in a 
resulting relation is summarized in one instance of 
that ternary tuple. 

Let us now imagine that in the same example, for 
ID=4002 we have missing values: 

ID# NAME NUMBER

4001 PETER 5000

4002 PAUL NULL

4003 MARY 3000

4002 PAUL NULL
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Applying logic where null is equal to nothing, it 
follows that NULL ≠ NULL, it would be expected 
that the projection π(R) in this particular case will 
produce the resulting relation which will contain 4 
ternary tuples:

ID# NAME NUMBER

4001 PETER 5000

4002 PAUL NULL

4003 MARY 3000

4002 PAUL NULL

However, it is determinated that even those tuples 
that in correspondent attributes have equal values 
are considered duplicates or that the pairs are estab-
lished, to whose values, in database, missing values 
are added. Also, a certain criticism is expressed in 
terms of removing duplicated tuples because this 
expanded defi nition of duplicates does not meet se-
mantic conditions – null ≠ null [3].

Missing information has no infl uence on the rela-
tional product. [3] [4]

Restriction operation is subjected to the infl uence 
of the missing information. Th e resulting relation 
contains only those tuples for which the condition of 
restriction meets the condition of truth, and tuples 
whose truth is false or unknown are discarded. T h e 
relational union operation – union, eliminates dupli-
cated tuples in the same manner as explained for the 
projection. 

Expansion of the union into the operation union 
all implies that removing of duplicated tuples is not 
being performed. Relational diff erence R1 MINUS 
R2 does not include removing of duplicated tuples. 
Tuple Nx can appear as a result of relational diff er-
ence R1 minus R2 only if Nx is a duplicate of a certain 
tuple in relation R1, and is not a duplicate of any 
tuple in relation R2. 

Intersect between two relations R1 and R2, will be 
the tuple Nx if and only if Nx is a duplicate of a cer-
tain tuple and in relation R1 and R2.

Join relations which for the requirement of join 
include attributes whose value allows the existence of 

an unknown value, will not execute the join. How-
ever, if there is a reason for an outer join of two rela-
tions, outer relation will contain missing values for 
tuples which do not meet the requirement of the 
join, and a designer will use that circumstance in ac-
cordance with the solution of a practical problem. 

Th e core of this practical issue is refl ected in the 
two and three value logic. According to their diff er-
ent nature, it is clear that they produce signifi cantly 
diff erent results. 

Null and keys

Implementations of the relational model in com-
mercial systems for database management solve the 
use of null values in a suitable, we could even say a 
pleasant manner. At the level of physical and logi-
cal database design, a designer is left with a choice 
whether he/she will at the level of domain integrity 
allow null as a possibility or not. Realization of this 
rule is simple and achieved by a trivial ban of the tu-
ple which contains null value of a concrete attribute. 

When it comes to the primary key, it by its nature 
and purpose should perform a unique identifi cation 
of one tuple, and by doing so, the possibility of null 
value appearing as a part of the primary key is ex-
cluded. 

Simply put, strictly defi ned and binding.

However, it is emphasized that each entity can 
have alternatives for the primary key, i.e. candidate 
keys. Th is suggests that there may be diff erent com-
binations which can provide unity of a certain tuple. 
It was pointed out that in reality, sometimes at the 
moment of data storage, the value of each attribute 
can not be obtained each time. Th erefore, such a 
combination of attributes excludes the possibility of 
choice for the primary key. However, once the miss-
ing value is obtained, and which will defi nitely en-
sure unity, such a formed tuple can have its value and 
can ensure full unity of the tuple. Still, the primary 
key must be a restrictive one, previously formed and 
known, so that the option of subsequently fulfi ll-
ing the requirements of unity will not be an option. 
Th e possibility that a certain unity value is required, 
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starting from the moment when the missing value 
is available, seems rational. ANSI SQL-92 standard 
prescribes that the two values are not distinct if they 
are null values and if they fulfi ll the requirements of 
the standard prescribed in the clause 8.2. of the stan-
dard ANSI SQL-92. From the moment they cease 
to be null values, there is a real chance that they can 
become distinct. 

Based on the above mentioned, there is still a 
possibility to technically ensure unity, and a defi nite 
checking could be performed when a missing value 
becomes known. At the moment of value recogni-
tion, checking is performed whether it is a distinct 
one and a unique one in a set of all values of that 
attribute. If this condition is fulfi lled, this particular 
value can be stored into database. For this checking, 
integrity checking using a unique key is introduced. 

Implementation of this part of the ANSI SQL-92 
standard varies from manufacturer to manufacturer 
of Database Management System.. Oracle enables 
establishment of a unique key over a certain attribute 
in a manner that it allows the storage of null value 
by n times. Microsoft SQL server also enables estab-
lishment of a unique key, but in a more restrictive 
manner – in one relation, only one tuple which can 
in a certain attribute accept only one null value is 
enabled. When that specifi c tuple receives its missing 
value of that attribute, only then some other tuple 
can accept null value in that same attribute. Th is ex-
ample of diff erent limitation usage points out to a 
large specifi city of the missing values and contradic-
tions with which the world of missing values and the 
relational model is fi lled. 

Null and performance

Satisfaction of a fi nal user of a certain applica-
tive solution that relies on database is refl ected in the 
speed of response at which the user, from the data-
base gets an answer to his/her query. Modern opti-
mizers, implemented in RDBMS to select a set of 
results from all data, use techniques which rely on 
very complex mathematical models. 

In [6], it is demonstrated that the presence of null 
values does not aff ect the number of distinct values 

which are generated in the form of system and object 
statistics. Nulls are ignored while creating statistics. 
However, if the percentage of nulls’ participation is 
signifi cant, a danger may appear in the form that the 
optimizer incorrectly interprets data, which would 
result in incorrect instructions for query execution 
which arise as a result of optimizer’s action. Execu-
tion plan of the SQL query, which is based on in-
correct optimizer’s assumptions, inevitably leads to 
the performance degradation and a longer period of 
query execution. In relatively static data, initial opti-
mizer’s assumptions will give solid and stable results, 
however, unless missing values are regularly updated, 
the appearance of real data instead of nulls will aff ect 
optimizer’s work. 

Th e issue of comparing null with an existing value 
is already mentioned. Th e only checking related to 
the null and which can be described as a trivial is the 
checking whether a certain attribute has null instead 
of value. Everything except that kind of checking is 
related to the potentially serious problems. Th e man-
ner in which the null in the predicates of the SQL 
statement should be treated is an obligation which 
has to be considered by a designer of the applica-
tive solution. Practical question would be: should 
null be treated as to fulfi ll the condition of truth or 
not? Th e answer depends on business logic on which 
a designer must create solution. If it is necessary to 
answer the question how many employees have an 
income between the values of I1 and I2, then a serious 
confusion may be caused by the result which will not 
consider the presence of the nulls in the income data. 
Does the null meet the condition of comparison in 
this particular example is a question that should be 
answered by business logic, used by a designer. In the 
SQL query itself, null is processed using functions 
which treat nulls in a sense that if the value is un-
known, some previously adopted constant is applied. 
Possible solution is that even null does not meet the 
requirement of comparison. In the fi rst as well as 
in the second case, it is necessary to further process 
missing value. Further danger presents the possibil-
ity that the total result of comparison ends up being 
unknown. It seems practical that the null should be 
mapped in some appropriate value. Th is additional 
process takes up part of the time which is needed for 
the result to be produced, but still presents serious 
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danger which threatens from multiple angles. 

As said earlier, system statistics ignore tuples 
which contain null. If the attributes with the nulls 
appear in index which is B*tree organized, this im-
plies that 

table1.number_of_rows > index1(table1).number_
of_rows

which can, again, produce wrong conclusions ob-
tained by the optimizer.

CONCLUSION

Th e importance of the relational model lies in the 
fact that the real world is very practically mapped 

into a technical form. Even in life, we often have 
situations where something is missing, out of objec-
tive and subjective reasons. Databases are necessities 
of reality, and therefore, the world of missing values 
is a completely natural phenomenon. Th e manner in 
which the relational model has supported this part of 
reality is very practical and detailed. It represents a 
powerful framework in which a designer must adjust 
a way in which he/she will manage something that is 
at a given moment unknown. Th e infl uence of the 
missing can be small, insignifi cant, but at the same 
time very big. Th e need exists, solutions also. Maybe 
missing information will be banned and maybe not. 
Th e world of missing information is condemned to a 
lot of answers in the form of – may be. 
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Abstract: Modern educational websites offer a wealth of information and content intended for both students and teachers. 
Such facilities often are not grouped in a single location. While students are in need of fast and effi cient access to certain 
content, teachers are in need for an insight into the learning process of students. By using capabilities of Ajax, it is possible 
to implement a system for mutual support, where teachers and students who have knowledge of the desired resource would 
share it with students who are in need of such information in real time. History-enriched digital objects can be used to store 
information about knowledge sharing. In combination with the records of user’s behavior from the log fi les, this shared 
knowledge can make a signifi cant contribution to the successful design and navigation of adaptive web sites. Adaptive web 
sites can change their content and presentation based on the previously recorded user’s behavior.
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INTRODUCTION

Th e educational process is largely based on the op-
portunities off ered by information technology. Teach-
ing content and information about lectures are given 
on the web sites of educational institutions, and their 
amount increases daily. Th e increase in the volume of 
content is beginning to arise as a problem when there 
is a need of separation of the useful content.

“One of the tendencies in education is the continu-
ally growing amount of learning content which must be 
acquired by the student. Almost every generation’s cur-
ricula are extended by a certain amount of new, updated 
or revised material. With this infestation of learning con-
tent, another issue arises, namely that the time which is 
intended for learning this amount of content is growing 
ever shorter for each subsequent generation.”[8] 

„Systems such as educational experiences change 
in terms of modernization and globalization. Stu-

dents are required to improve the style of self - teach-
ing and their skills.“[1]

Educational web sites are faced with frequent changes, 
which have to be met. In this sense there is a clear simi-
larity with the situation in the business. “Contemporary 
business millieu is faced up with frequent changes. Th e 
market has its own challenges, and companies are mak-
ing eff orts to meet them in the best possible way.”[9]

History-enriched digital objects can be used to 
keep the history of user’s interactions with Web site. 
Such objects could be achieved by using Ajax tech-
nology. In combination with the log fi les, they could 
signifi cantly contribute to the improvement of adap-
tive navigation of web sites. Students would be able 
to rely on knowledge of their colleagues and teachers 
in the process of fi nding useful content in real time, 
while once recorded knowledge could be used in fu-
ture processes of student’s learning.
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ADAPTIVE WEBSITES AND LOG FILES

Adaptive web sites are kinds of sites which form 
a model of user behavior based on the previously 
recorded user behaviors, and then based on these 
models they change their structure and presentation. 
Some of the fi rst papers dealing with the theme of 
adaptive web sites are [7] and [6].Th is idea is being 
further developed in many other papers.

Log fi les are being used as a source of informa-
tion. Th ese fi les contain information about requests 
of the website user in a format that is standardized 
and suitable for computer processing. Th ese fi les are 
automatically created and fi lled by the web server. 
Log fi les are discussed in [5]. 

HISTORY-ENRICHED DIGITAL OBJECTS

Th e main disadvantage of log fi le information is 
that relatively small amount of information is record-
ed about the user requests. Th ere is justifi cation for 
the usage of history-enriched digital objects in situ-
ations where information about user behaviors that 
are not recorded in the log fi les have to be collected.

“Th e notion of history-enriched digital objects is 
similar to physical wear. Usage leaves wear. Physical 
wear is an emergent property and though it gener-
ally remains unremarked upon until it causes a prob-
lem, it is also tattooed directly on the worn object, 
appearing exactly where it can make an informative 
diff erence.”[4]

In this paper, the usage of such objects is intended 
for keeping the record of knowledge sharing among 
users. When a user gives a suggestion to another user, 
details of knowledge sharing are recorded in a data-
base and used for improvement of the adaptive web-
site navigation in future. 

AJAX

Ajax combines several technologies that work to-
gether (XHTML, CSS, DOM, XML, XSLT, XML, 
HttpRequest). Ajax engine is located between the 
user and the server and it is designed for rendering 

pages for users and communicating with the server 
on behalf of users.

“Th e Ajax engine allows the user’s interaction with 
the application to happen asynchronously - indepen-
dent of communication with the server. So the user 
never stares at a blank browser window and an hour-
glass icon, waiting around for the server to do some-
thing.”[3]. Comparison of the traditional model of 
web applications and Ajax model is given in Figure 1.

Ajax represents the basis for interpersonal support 
systems which are referred in this paper. Th e activi-
ties of this system are recorded and used for improve-
ment of adaptive website navigation in combination 
with data from log fi les. Ajax allows periodic refresh 
of the section with the proposed shortcuts, while the 
rest remains seemingly unchanged, and as such it is 
suitable for study by the user (student or teacher).

FIGURE 1: “The Traditional Model For Web Applications (Left) 
Compared To The Ajax Model (Right).” [3]

INTERPERSONAL SUPPORT

In the article [2], possibilities of interpersonal 
support in real time are discussed. Block with sug-
gested links is located on the web site pages and it has 
been implemented by using Ajax. Th ere is a button 
which enables users to request assistance from other 
users regarding the selection of some of the proposed 
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shortcuts. Th e procedure is described in the example 
illustrated in Figures 2, 3 and 4. User Tom, clicking 
on the button, requests help in selecting some of the 
proposed connections, and user Tim gives him a sug-
gestion about connection that leads to the document 
with the important content..

FIGURE 2: Page Entitled “Sport In Belgrade”, Which Was 
Visited by the User Called “Tom” Contains Three Links to 

Recommended Web Pages

FIGURE 3: Page Entitled “Eternal Derby”, Which Was Visited 
By “Tim” Contain Two Recommended Links to Web Pages, But 
it Also Contains the Request For the Suggestion to “Tom” 

FIGURE 4: Page Entitled “Sport In Belgrade”, Which Was 

Visited by the User “Tom”, Contains Three Recommended 
Links to Web Pages, With the Stated Recommendation Made 

by the Provider of Assistance Identified as “Tim”

All user requests for suggestions and responses to 
those requests can be recorded in the database. Th is 
data can be archived in a certain period of time and 
then used to improve adaptive web sites. It would 
be very interesting to compare the observed relation-
ships between documents by using the model of pre-
vious user behaviors (the source would be log fi les) 
versus relationships between documents identifi ed 
by using data from the system proposed in this paper.  

HISTORY-ENRICHED DIGITAL OBJECTS AND IMPROVEMENT 
OF NAVIGATION

Interpersonal support, which is illustrated in the 
previous section, allows users to share knowledge al-
most instantaneously. Depending on the speed of re-
sponse and refresh rate of Ajax section, it is possible 
to get answers within the time limit which is mea-
sured in seconds. Th is knowledge brings immediate 
benefi ts to the applicant.

Another possibility that arises is the archiving of 
these interactions and the subsequent use of data min-
ing techniques in order to obtain useful information 
which could be used to improve the navigation of the 
(adaptive) web site. Conceptual model is presented in 
Figure 5 and physical model designed for the archiving 
of interactions which are the result of interpersonal co-
operation activities, is presented in Figure 6.

Th e table “User” is intended to keep a record 
of all known users of the system identifi ed by their 
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user names and IP addresses in case when the user is 
logged onto the system. If the IP address is the same 
(access from the same computer, for example) it is 
possible to distinguish the users according to their 
user names. Table “Session” keeps a record of any 
session where a request for assistance or respond to 
a request for assistance came from. Users can be un-
ambiguously determined on the basis of the session, 
since each session has exactly one user. During the 
session, user can send a request for help while being 
on a document (web page), which is recorded in the 
table “Request”. A document from where the request 
originates, a session from which the request is sent 
and time when the request is sent to the table “Re-
quest” are being recorded for each request. For each 
request there could be one, none or more responses 
from one or more user sessions (each session has its 
own user). Th e response to the request is identifi ed 
by id values of the request   which has been responded 
to, id document which is indicated by the response 
and the id of the session where the response came 
from. Also the time, when each of the responses is 
received, is being recorded in the table “Answer”. Id 

value, the path and the name if there is any, are deter-
mined for each document (web page). Th ese values   
are being recorded in the table “Document”.

Th ese tables can form a small database that could 
be placed on a web server. Th is database could record 
any interactions between users in a certain period of 
time. Data that would be kept in such a database 
might not be extensive as that from the log fi les, but 
would more directly refl ect the needs of users.

FIGURE 6: Physical Data Model

Such recorded data is ready for later application 
of Data mining techniques with the aim of extract-
ing the useful knowledge. One of the applications 
is the determining of promising shortcuts based not 
only on the previously recorded user behaviors in the 
log fi les but also on interpersonal support. In the ex-
ample shown in [2], the suggestion which user Tim 
gave could be used in the future if some user had the 
same request from the same page.

FIGURE 5: Conceptual Data Model
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Another application could be found in the vali-
dation of existing system for suggesting shortcuts. 
Specifi cally in Figure 2, Tom gets a list of shortcuts 
off ered by the system. Th is list of shortcuts is ob-
tained from the previous models of user behaviors. 
Such a list could be, for example, received from large 
amounts of data recorded in log fi les. Although the 
data from the log fi les is very extensive and easily 
generated, it is often limited to a small number of 
attributes. On the other hand, the usage of History-
enriched digital objects often requires specialized so-
lutions such as solutions off ered in this article. Such 
solutions require some eff ort but can off er additional 
benefi ts. In the example in [2], the shortcuts can be 
ranked on the basis of the frequency of the registered 
user paths. On the other hand, when using History-
enriched digital objects it is possible to take into ac-
count the suggestions of users recorded in the system 
proposed in this paper.

CONCLUSION

Th e approach proposed in this paper should pro-
vide the necessary prerequisites for the archiving of 
user knowledge, which are related to the access to 
desired resources. Interpersonal support that has 
been proposed in [2] allows users to help each other 
when choosing a link to the proposed documents. In 
this way, users who seek help can get it very quickly, 
while still not having decided about where they could 
continue their session. Archiving of these suggestions 
can help future users. Small information system that 
is proposed in this paper allows such archiving and it 
is directly related to the solutions given in the article 
[2]. Data, which is expected as a result, is ready for 
applying data mining techniques in order to improve 
the navigation structure of adaptive web sites.
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architecture and participants in the system. We reported results on Internet transaction in DinaCard system in 2009, 2010 
and 2011. We found that the number of all participants, including banks with the license for acquiring, banks with the license 
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the DinaCard system for Internet transactions have a great potential, but all the participants have to make an effort to 
signifi cantly increase the use of the domestic card in e-commerce. 
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INTRODUCTION

In recent years of constant and rapid changes, es-
pecially in the fi eld of Internet technology, compa-
nies need to incorporate e-business in their business, 
to keep or even improve their position on the mar-
ket. In order to achieve this aim, companies should 
quickly adapt to a changing environment [6]. 

Although e-business has markedly been involved 
in many parts of business in developed countries, 
situation in Serbia is diff erent. Electronic business 
has recently started to develop in our country and 
no literature data on the status of e-commerce on 
Serbian market has been published so far. In order to 
promote and support the use of e-business, the Na-
tional Bank of Serbia made a great eff ort to introduce 
Internet transaction through the domestic DinaCard 
payment system in our country. Th us the aim of this 
paper was to systematize information from relevant 
literature on the e-business and payment models in 
electronic commerce, and to present the situation in 
Serbia related to e-commerce using the DinaCard 
payment system. 

LITERATURE REVIEW

Th e literature which describes and defi nes the 
concepts of electronic business and electronic com-
merce, their similarities and diff erences is extensive, 
but on the other hand, the data related to this issue 
in Serbia are very sparse. 

Th e meaning and limitations of both e-commerce 
and e-business are still a matter of the debate among 
consultants and academics worldwide. Laudon and 
Traver [8] defi ned e-commerce as the use of the In-
ternet and Web for business (business transactions), 
or digitally enabled commercial transactions among 
organizations and/or individuals. Th e most frequent 
forms of e-commerce are: 1. transactional forms, 
which provide online sales, 2. service-oriented forms 
which encourage shopping and make closer relations 
between buyers and sellers, 3. brand building which 
promote and develop brands and 4. portals which 
provide various types of information [3].

Electronic business is a transformation of a busi-
ness based on a connection of the company, custom-
ers and partners in the form of association process 
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(integration), process of cooperation (collaboration), 
and a global network connection (aggregation) us-
ing the Internet as a medium [16]. Th ere have been 
many polemics in the literature on the diff erence be-
tween e-commerce and e-business, but the following 
three states are mostly cited: Electronic commerce 
overlaps with the electronic business in some levels 
[1], electronic commerce is equivalent with electron-
ic business in scope [15] and electronic commerce is 
a subset of electronic business [4].

E-business and e-commerce are completely de-
pendent on technology, from the hardware to the 
application layer. Th ere are 4 layers in the infrastruc-
ture needed for e-business and e-commerce: network 
technology substrate (telecommunication networks 
and protocols), transmission (transportation services 
and representation standards), middleware (the con-
nection between the transmission and application 
layer, including services related to security and au-
thentication) and application (client application) [8].

Th e appearance of electronic commerce has also 
brought new fi nancial needs, which often could not 
be met by the traditional payment system. For exam-
ple, in electronic commerce it was necessary to fi nd a 
solution for payment peer-to-peer, and for so-called 
micro-payments, which could not have been paid by 
existing credit card and classical payment systems. 
Based on these needs, the following payment systems 
in e-commerce have been extracted: Internet transac-
tions with credit card, digital wallet, online stored 
value, digital accumulating balance, digital checks 
and contactless payment systems [5].

System of Internet transactions with credit cards 
is one of the dominant forms of Internet payments. 
Th e process of Internet transaction with credit card 
is almost identical to process of classic transactions 
with credit card directly used at merchant’s place. 
Th e main diff erences between Internet transactions 
and standard transactions with credit card are physi-
cal absence of the both cardholder and the card (CNP 
- cardholder not present), as well as the absence of a 
signature, i.e. physical authentication of the client.

Privacy and security are very important parts for 
the clients, and it has been proven empirically that 

privacy (protection of personal data) and security 
(protection of users from fraud and fi nancial loss) 
have strong impact on trust of the online fi nancial 
services [9]. 

DINACARD SYSTEM

To support the development of card business in 
Serbia, the National Bank of Serbia implemented a 
national payment card project in 2003. Th e new do-
mestic card has been called DinaCard. Th e National 
Bank of Serbia provided the conditions for full im-
plementation (technical, regulatory, organizational) 
of the national system for payment cards, through 
the newly established organizational unit (National 
Center for Payment Card, NCPC). All the terms 
and conditions for involving banks and other par-
ticipants in DinaCard system have been precisely de-
fi ned by the release of the DinaCard Operating rules 
document and DinaCard Technical documentation. 
In this way, banks in Serbia were able to introduce 
payment card business signifi cantly faster, simpler 
and cheaper, and the other participants could have 
been involved in this system easily. Th ereby card 
business in Serbia made a great progress and end us-
ers got used to payment cards and their use through 
a network of ATM and POS terminals. NCPC has 
constantly been working to introduce new services in 
DinaCard system, according to the trends of interna-
tional card systems, and users’ needs. Basic Card Ser-
vices as payments and cash withdrawals were extend-
ed with additional services, including m-commerce 
and e-commerce services by introducing the Internet 
payments in DinaCard system.

Th e DinaCard system for Internet payments was 
developed based on existing solutions in other inter-
national card systems, but taking into account specif-
ic needs and requirements of the local market. One 
of the specifi city of the implemented system was a 
bigger involvement of the Payment gateway provider 
(PGW) in the process of internet transactions, unlike 
the other card systems, in which the biggest role had 
merchants and card issuers [7].

Participants in DinaCard Internet payment sys-
tem, in addition to bank card issuers which should 
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enable payment via the Internet with their cards, are 
the bank acquirers for Internet transactions, Internet 
merchants, the bank issuer’s processors, the bank ac-
quirer’s processors, PGW, the NCPC’s central switch 
and customers or users of the services [10]. 

Th e payment fl ow on the Internet in DinaCard 
system is shown in Figure 1. As it can be seen on 
Figure 1, PGW actively participates in conversion of 
started transaction, but also in user authentication, 
which is usually done by the Internet merchants. Th e 
aim of this bigger involvement of PGW is to mini-
mize the participation of Internet merchants in the 
technical part and to facilitate their inclusion in the 
Internet payment system. 

FIGURE 1 Payment flow for DinaCard Internet transactions

METHODOLOGY

Th is study was designed as an interpretive case 
study. Th e main reason for this design was the lack 
of the relevant literature for Serbia. Our guide for 
investigation was specifi c research questions during 
the interviewing of the participants in the DinaCard 

Internet payment system, document analysis, and 
web site analysis for collecting data. We collected the 
data on the status of Internet payments in DinaCard 
system for 2009-2011, and compared the data dur-
ing this period. 

RESULTS

Th e number of banks which have been licensed for 
Internet issuing and Internet acquiring, the number 
of the Internet merchants and the number of PGW 
and processors in the DinaCard Internet payment 
system are presented in Table 1. As it can be seen 
from Table 1, the number of all these participants in 
the system is very small and doesn’t show any signifi -
cant positive trend. 

Table 2 presents the data on the number of suc-
cessful and rejected Internet transactions in Dina-
Card system during the period from 2009 to the end 
of 2011. Th e number of both successful and rejected 
transactions was very low and in case of successful 
transactions even decreasing during this period. 

TABLE 2 Number of Internet transaction in DinaCard system

Year
No. of successful 

Internet transactions
No. of rejected Internet 

transactions

2009. 79 59

2010. 50 109

2011. 12 110

In order to compare these results with the Internet 
transactions in Serbia made with other card’s brands 
and with the total number of the DinaCard transac-
tions in the same period, the data related to these 
types of transactions are shown in Table 3.
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TABLE 1 The number of participants involved in the DinaCard Internet payment system

Year
No. of the Banks with 

licence for Internet 
acquiring

No. of the Banks with 
licence for Internet issuing

No. of Internet 
merchants

No. of licensed 
PGW 

No. of 
processors

2009 1 3 3 1 1

2010 2 3 5 1 1

2011 2 4 5 1 1
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DISCUSION 

Th is study is the fi rst study on the e-commerce in 
Serbia and region. Although we showed the data on 
Internet transactions using Visa and Master cards in 
our country, we were mostly focused on our domes-
tic DinaCard Internet payment system in the period 
from 2009 to 2011. 

Based on the data of the Statistical Offi  ce of the 
Republic of Serbia on the use of Information and 
communication technologies (ICT) in the Republic 
of Serbia, the number of households who had Inter-
net access increased from 36.7% in 2009 [12], and 
39.0% in 2010 [13] to 41.2% in 2011 [14]. Th e 
same source reported Frequency of use e-commerce 
services by individuals and showed that the number 
of people who used e-commerce increased from 13% 
in 2009, to 18% in 2011 [12-14]. However, more 
than 80% of people have never used services for e-
commerce. 

Th e results of our study showed that the number 
of all participants in Internet payment system of Di-
naCard is extremely low. Moreover, these numbers 
showed no signifi cant positive trend. As a conse-
quence, number of Internet transaction in the Din-
aCard system was also unacceptably low. At the same 
time, total number of transactions in the DinaCard 
system, as well as the number of Internet transac-
tions using other card brands, was far much higher. 
Th ese results indicate that cardholders were familiar 
with the use of cards in traditional way, but also for 
Internet transactions, although they use DinaCard 
cards for Internet payments very rarely.

One of the possible reasons for this situation in 
Serbia is an insuffi  cient number of the banks issu-
ers which need to allow their DinaCard cards to be 
used for Internet transactions in DinaCard system. 
At the end of 2009, 26 out of 34 banks have been 

licensed for issuing any type of DinaCard cards, and 
at the end of 2011 there were 27 of the 33 banks 
in Serbia with this license [11]. However, only 1-2 
banks had the license for Internet acquiring and 3-4 
had the license for Internet issuing in this period. 
Additionally, the number of Internet merchant ac-
tivated in the system was similar, up to 5. All these 
participants are important for the process of Internet 
transactions. Th e banks with acquiring license for 
Internet transactions are necessary because Internet 
merchants must be legally connected to the system 
through the banks with that type of license. Consid-
ering that only 1 or 2 banks could have provided the 
DinaCards for Internet payments, it is clear why the 
number of cards, transactions and Internet merchant 
is so small.

Taking into account that our region passed tran-
sition in the last two decades, it would be interest-
ing to compare these results with the neighbouring 
countries. However, according to our knowledge, no 
studies related to e-commerce have been conducted 
so far in the region.

Th e importance of this research is in closer under-
standing of the need to transform business processes 
in line with new market requests and economic cir-
cumstances, including electronic business, electronic 
commerce and Internet payment systems. Since cus-
tomers are the core of bank’s existence [2], banks 
have to respond to their needs.

CONCLUSIONS

We concluded that the potential of the DinaC-
ard system for Internet transactions is huge but un-
tapped. Th e market is still developing, and the use 
for the DinaCards in e-commerce is negligible when 
compared with classical transactions with the same 

TABLE 3 Number of Internet transactions with international brand cards and total number of DinaCard transactions

Year
No. of successful VISA and MasterCard 

Internet transactions
Total No. transactions which are made with 

DinaCard cards

2009. 72,467 28.7 millions

2010. 71,184 29.1 millions

2011. 104,183 31.8 millions
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card, as well as with the use of other brands cards 
(Visa, MasterCard) for Internet payments. In order 
to signifi cantly increase the use of DinaCards for 
this purpose, all participants involved in this process 

must actively contribute by promoting the system. 
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